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Abstract
A fluid-structure interaction model with discrete and distributed delays in the 
structural damping is studied. The fluid and structure dynamics are governed 
by the Navier–Stokes and linear elasticity equations, respectively. Due to the 
presence of delay, a crucial ingredient of the weak formulation is the use of 
hidden boundary regularity for transport equations. In two space dimension, it 
is shown that weak solutions are unique. For smooth and compatible data, we 
establish the existence of the pressure and by applying micro-local analysis, 
further regularity of the solutions are available. Finally, the exponential 
stability of the system is obtained through an appropriate Lyapunov functional.

Keywords: fluid-structure interaction model, delay, exponential stability, 
Lyapunov functional
Mathematics Subject Classification numbers: 74F10, 35Q30, 93D20, 93D15

1.  Introduction

In this paper, we study the well-posedness and stability of an incompressible fluid-structure 
interaction model with interior damping and delay in the structure. The Navier–Stokes equa-
tion will be used to model the behavior of the fluid, while a linear elasticity equation is used for 
the solid. Continuity of the velocities and the normal components of the stress tensors across 
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the interface is imposed. The interface is assumed to be stationary, a reasonable assumption 
under the case of small but rapid oscillations of the elastic body. We consider the following 
nonlinear fluid-structure interaction model with mechanical dissipation and delay





ut(t, x)−∆u(t, x) + u(t, x) · ∇u(t, x) +∇p(t, x) = Gf (t, x), t > 0, x ∈ Ωf ,
div u(t, x) = 0, t > 0, x ∈ Ωf ,
u(t, x) = 0, t > 0, x ∈ Γf ,
u(t, x) = wt(t, x), t > 0, x ∈ Γs,
wtt(t, x)− divσ(w(t, x)) + w(t, x) + µwt(t, x)

+µdwt(t − rd, x) +
∫ 0
−rc

µc(θ)wt(t + θ, x)dθ = Gs(t, x), t > 0, x ∈ Ωs,
∂
∂ν u(t, x)− p(t, x)ν(x) + 1

2 (u(t, x) · ν(x))u(t, x)
= σ(w(t, x)) · ν(x), t > 0, x ∈ Γs,

� (1.1)
where the linearized elastic deformation tensor σ is given by σ(w) = 2µsε(w) + λs(div w)I, 
with ε(w) = 1

2 (∇w +∇wT) being the symmetric part of ∇w. The positive constants µs and λs 
depend on the material properties of the solid. Due to incompressibility, the stress tensor for 
the fluid reduces to the Laplacian.

The vector-valued functions u : [0, T]× Ωf → Rd and w : [0, T]× Ωs → Rd represent 
the fluid velocity and structure displacement, respectively, while the scalar-valued function 
p : [0, T]× Ωf → R denote the fluid pressure. We assume that Ωf  and Ωs are sufficiently 
smooth domains in Rd with either d  =  2 or d  =  3. The interface Γs and external fluid bound-
ary Γf  have no points in common and are a positive distance apart. Here, ν  will be the unit 
normal outward to Γs in Ωs and to Γf  in Ωf . The functions Gf  and Gs are external sources in 
the fluid and structure dynamics.

We denote the respective initial fluid velocity and structure displacement, velocity and his-
tory as follows




u(0, x) = u0(x), x ∈ Ωf ,
w(0, x) = w0(x), x ∈ Ωs,
wt(0, x) = v0(x), x ∈ Ωs,
wt(θ, x) = z0(θ, x), θ ∈ (−r, 0), x ∈ Ωs,

� (1.2)

where r = max(rd, rc). System (1.1) without delay has been extensively studied by several 
authors, see [9, 10, 16, 28] for instance. See also [3, 5–7, 20, 21, 24–26, 30, 31] for other 
related topics.

On the interface, the appearance of the term 1
2 (u · ν)u is due to the hypothesis that Γs is 

stationary. According to the incompressibility of the fluid, it holds that (u · ∇)u = div(u ⊗ u), 
and this corresponds to the boundary term (u ⊗ u)ν = (u · ν)u on Γs when the divergence 
theorem is applied in the weak formulation. The factor 12 is imposed under the requirement that 
the energy dissipates due to the fluid diffusion and structural mechanical dissipation. We refer 
to [9] for other details and relevant references pertaining to the model without delay.

The last three terms on the left hand side of the elasticity equation can be thought of as 
a feedback control with delay taken into account. This entails that there is a time-lag for the 
effectivity of the control. Discrete and distributed delays are considered here. The positive 
constants rd and rc measure the extent of discrete and distributed delays, while µd and µc are 
the strengths of such, respectively. We suppose that µc : (−rc, 0) → R is Lebesgue square 
integrable. We only consider a single discrete delay, nevertheless, the methods presented here 
can be adapted to the case of multiple discrete delays.
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Existence of energy-level weak solutions will be shown by a standard Faedo–Galerkin 
method using the normalized eigenvectors of the Stokes–Neumann operator. By energy-
level weak solutions, we mean that solutions lie on the usual state space formulations for the 
Navier–Stokes and Lamé’s equations. Due to the presence of delay, a crucial ingredient of the 
weak formulation is the use of hidden boundary regularity for transport equations, see theo-
rem 3.2 below. In two space dimensions, we will prove that such weak solutions are unique. 
For smooth and compatible data, we will show the existence of the pressure. By flattening the 
boundary through Melrose–Sjöstrand coordinates [32, 33], further regularity of the solutions 
will be proved. This information will be useful in establishing the exponential stability of 
the system using the energy method. These strategies have been successfully applied to the 
analysis of fluid-structure interaction models without delay in [9, 10, 16, 28] and the refer-
ences therein.

We also consider the asymptotic behavior of the energy

E(t) =
1
2

∫

Ωf

|u(t, x)|2dx +
1
2

∫

Ωs

|wt(t, x)|2 + |∇w(t, x)|2dx

+
1
2

∫ 0

−r

∫

Ωs

|wt(t + θ, x)|2dθdx.

These quantities represent the kinetic energy of the fluid motion, the total energy of the 
structural motion and the energy associated with the delay. Without external sources, that is 
Gf   =  0 and Gs  =  0, the exponential decay of the energy for the coupled system under suit-
able assumptions on µ, µd and µc will be established using an appropriate Lyapunov func-
tional. For discrete delays, the pioneering works [13, 14] are classical references illustrating 
the destabilizing effect of delays in feedback controls. Typically, if damping dominates the 
strength of delay then the system is stable, provided that it is stable in the absence of delay.

We reiterate here the challenges when dealing with the fluid-structure model (1.1) and (1.2). 
First, we have a mismatch of regularity between the dynamics of the fluid (parabolic) and the 
solid (hyperbolic) on the interface. Second, due to the presence of the Neumann-type bound-
ary condition on the interface, the typical Leray’s projection method for the Navier–Stokes 
equation is not applicable. Third, the existence of weak solutions for rough initial data with 
finite energy has to be established. Finally, due to delay, one needs an appropriate functional 
analytic framework to deal with the retarded terms and to have the existence of weak solutions 
without any structural assumptions on the coefficient µ, as for instance µ � µd.

The first three issues have been resolved by Lions [28] and Barbu et  al [9]. One may 
overcome the regularity mismatch on the interface by adding small viscoelastic damping on 
the structure as in [12, 44]. This turns the coupled parabolic–hyperbolic system to an entire 
parabolic problem. On the other hand, local-in-time strong solutions can be achieved with 
additional regularity and compatibility of the data as in [11]. In establishing the existence 
of weak solutions, we do not consider smoothing effects on the structural dynamics and we 
assume that the initial data are not smooth. In this direction, we closely follow the frameworks 
in [9] and [28].

For the last concern, we follow the paper of Nicaise and Pignotti [36] for multidimensional 
linear wave equations with boundary or interior damping and delay, see also [23]. The lin-
earized case, with the elasticity equation replaced by the wave equation and neglecting trans-
versal elastic forces, has been studied in [38] using semigroup theory and classical Tauberian 
theorems. Well-posedness for every constant delay factors can be achieved from the perturba-
tion theorem for strongly continuous semigroups.

G Peralta and K Kunisch﻿Nonlinearity 32 (2019) 5110
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With regards to wave equations with distributed delays, [37] considered a delay variable 
which satisfies a transport equation with two extra parameters and a degenerate kernel. The 
well-posedness of the model has been established via semigroup methods. A weighted L2-
space has been considered as the state space for the delay variable, where the weight function 
is related to the kernel corresponding to the distributed delay. Consequently, it is not neces-
sarily the usual L2-space. However, the natural set-up would be the L2-space as in the case 
of discrete delays and for ordinary delay differential equations. This will be the direction we 
pursue here.

Introducing a new state variable z(t, θ, x) = wt(t + θ, x) for (t, θ, x) ∈ (0,∞)× (−r, 0)× Ωs 
that keeps track of the delay, the elasticity equation can be rewritten as a coupled system of 
hyperbolic partial differential equations





zt(t, θ, x)− zθ(t, θ, x) = 0,
z(t, 0, x) = wt(t, x),
wtt(t, x)− divσ(w(t, x)) + w(t, x) + µwt(t, x)

+µdz(t,−rd, x) +
∫ 0
−rc

µc(θ)z(t, θ, x)dθ = Gs(t, x),

� (1.3)

for t > 0, −r < θ < 0 and x ∈ Ωs. Observe that the first equation in (1.3) is a one-dimensional 
transport equation with parameter x ∈ Ωs.

The paper is organized as follows. Section  2 deals with the functional analytic proper-
ties of the Stokes–Neumann operator. As a strictly positive self-adjoint operator with com-
pact inverse, this map has an orthonormal basis, and this will be used in the Faedo–Galerkin 
approximations of (1.1). The well-posedness as well as boundary and interior-point trace 
regularities of the transport equation with a parameter will be briefly presented in section 3. 
Existence of energy-level weak solutions of (1.1) will be discussed in section 4. In the two-
dimensional case, the uniqueness of weak solutions, regularity of weak solutions and expo-
nential decay of the energy will be tackled in sections 5–7, respectively.

2. The Stokes–Neumann map

Given an open set Ω in Rd, the inner product on the Lebesgue space L2(Ω) will be denoted by 
(·, ·)Ω. The usual notation Hs(Ω) with s ∈ R for the Sobolev spaces will be used. For simplic-
ity, the product of d copies of a Banach space X will be denoted again by X instead of Xd. We 
use the notation X′ for the dual of X, that is, the space of all bounded linear functionals on X. 
The set of all vector-valued functions in C∞

0 (Ω) that are divergence free in Ω will be denoted 
by C∞

0,σ(Ω).
We denote the whole fluid-structure domain by Ω = Ωf ∪ Ωs ∪ Γs. In the weak formulation 

of the Navier–Stokes equation, the standard function spaces of solenoidal functions will be 
utilized here. Consider the following Hilbert spaces

Hf = {u ∈ L2(Ωf ) : div u = 0 in Ωf , u · ν = 0 on Γf },

Vf = {u ∈ H1(Ωf ) : div u = 0 in Ωf , u = 0 on Γf },

endowed respectively with the following inner products

(u, v)Ωf =

∫

Ωf

u · vdx, (u, v)Vf =

∫

Ωf

∇u : ∇vdx,

where the colon represents the inner product in Rd×d. The corresponding norms will be denoted 
by ‖ · ‖Ωf and ‖ · ‖Vf , respectively. Recall that the gradient of a vector field u = (u1, . . . , ud) is 

G Peralta and K Kunisch﻿Nonlinearity 32 (2019) 5110
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given by ∇u = (∂juk)
d
j,k=1. If u ∈ Hf  then 〈u · ν, 1〉H−1/2(Γs)×H1/2(Γs) = 0 and if u ∈ Vf  then 

(u, ν)Γs = 0 from the divergence theorem.
The embedding Vf ⊂ Hf  is continuous, dense and compact. One can see that the comple-

tions of the set D(Ωf ) consisting of all vector-valued functions in C∞(Ωf ) which are diver-
gence free in Ωf  and vanish on a neighborhood of Γf  under the norms in L2(Ωf ) and H1

0(Ωf ) 
are Hf  and Vf , respectively. These facts are well-known, however, for completeness we present 
the details regarding the completions based on appropriate liftings on the interface Γs.

Given u ∈ Hf , define z = (∇zf )χΩf + (∇zs)χΩs ∈ L2(Ω), where χ denotes the character-
istic function, and zf ∈ H1(Ωf ) and zs ∈ H1(Ωs) are weak solutions, which are unique up to 
additive constants, of the elliptic Neumann boundary value problems





−∆zf = 0, in Ωf ,
∂zf

∂ν = 0, on Γf ,
∂zf

∂ν = u · ν, on Γs,
and

{
−∆zs = 0, in Ωs,
∂zs
∂ν = u · ν, on Γs.

Due to the compatibility condition 〈u · ν, 1〉H−1/2(Γs)×H1/2(Γs) = 0, the existence of solutions 
is guaranteed, see [29]. By construction, it holds that divz = 0 in Ω in the sense of distribu-
tions and z · ν = 0 on ∂Ω = Γf . Therefore, given ε > 0, there exists ϕ ∈ C∞

0,σ(Ω) such that 
‖z − ϕ‖Ω < ε/2. On the other hand, since u  −  z is divergence free in Ωf  and (u − z) · ν = 0 on 
∂Ωf = Γf ∪ Γs, we have ‖(u − z)− ψ‖Ωf < ε/2 for some ψ ∈ C∞

0,σ(Ωf ). Letting φ = ϕ+ ψ, 
we have φ ∈ D(Ωf ) and ‖u − φ‖Ωf < ε, proving the density of D(Ωf ) in Hf .

Now suppose that u ∈ Vf  and let y = yfχΩf + ysχΩs ∈ H1
0(Ω), where (yf ,πf ) ∈

H1(Ωf )× (L2(Ωf )/R) and (ys,πs) ∈ H1(Ωs)× (L2(Ωs)/R) are the weak solutions of the fol-
lowing Stokes problems




−∆yf +∇πf = 0, in Ωf ,
divyf = 0, in Ωf ,
yf = 0, on Γf ,
yf = u, on Γs,

and



−∆ys +∇πs = 0, in Ωs,
divys = 0, in Ωs,
ys = u, on Γs.

Thanks to the compatibility condition (u, ν)Γs = 0, these problems are well-posed, see [42] 
for instance. According to the definition, divy = 0 in Ω and therefore given ε > 0 we have 
‖∇y −∇ϕ‖Ω < ε/2 for some ϕ ∈ C∞

0,σ(Ω). Similarly, there exists ψ ∈ C∞
0,σ(Ωf ) satisfying 

‖∇(u − y)−∇ψ‖Ωf < ε/2 because u − y ∈ H1
0(Ωf ) and div(u − y) = 0 in Ωf . Consequently, 

if φ = ϕ+ ψ ∈ D(Ωf ) then ‖∇u −∇φ‖Ωf < ε, showing the density of D(Ωf ) in Vf .
We also consider the Hilbert spaces H0 = Hf × L2(Ωs) and H1 = {(u, v) ∈

Vf × H1(Ωs) : u = v on Γs} with the inner products

((u, v), (ϕ,ψ))H0 =

∫

Ωf

u · ϕdx +
∫

Ωs

v · ψdx,

((u, v), (ϕ,ψ))H1 =

∫

Ωf

∇u : ∇ϕdx +
∫

Ωs

∇v : ∇ψdx.

In H1, the norm ‖ · ‖H1 is equivalent to

‖(u, v)‖ =

(∫

Ωf

|∇u|2dx +
∫

Ωs

|v|2 + |∇v|2dx

) 1
2

.

G Peralta and K Kunisch﻿Nonlinearity 32 (2019) 5110
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Indeed, if (u, v) ∈ H1 then ξ = uχΩf + vχΩs ∈ H1
0(Ω). By the Poincaré inequality

‖(u, v)‖2 �
∫

Ω

|∇ξ|2 + |ξ|2dx � cΩ

∫

Ω

|∇ξ|2dx = cΩ‖(u, v)‖2
H1

,

for some cΩ > 0. The other inequality is trivial. We have the following density property.

Proposition 2.1.  The set D := {(u, v) ∈ D(Ωf )× C∞(Ωs) : uχΩf + vχΩs
∈ C∞

0 (Ω)} is 
dense in H0 and H1 with respect to their underlying norms.

Proof.  Denote by H̃0 and H̃1 the closures of D in H0 and H1, respectively. It is clear 
that H̃i ⊂ Hi for i = 0, 1. Let (u, v) ∈ H0 and suppose that ((u, v), (ϕ,ψ))H0 = 0 for every 
(ϕ,ψ) ∈ D. By extending every ψ ∈ C∞

0 (Ωs) by zero outside Ωs, we have (v,ψ)Ωs = 0, hence 
v = 0. Consequently, u  =  0 as well by the density of D(Ωf ) in Hf . Thus, H̃0 = H0 .

To prove that H̃1 = H1, we follow [42, section I.1] by showing that any bounded linear 
functional L on H1 that vanishes on H̃1 is identically zero. Let us define a bounded linear 
functional L̃ on W := {ξ ∈ H1

0(Ω) : divξ = 0 in Ωf }, considered as a subspace of H1
0(Ω), by

〈L̃, ξ〉W′×W = 〈L, (ξ|Ωf , ξ|Ωs)〉H′
1×H1 .

This functional is well-defined since the map ξ �→ (ξ|Ωf , ξ|Ωs) is an isometric isomorphism 
from W onto H1, and moreover, it vanishes on {ξ ∈ C∞

0 (Ω) : ξ ∈ D(Ωf )}. By the Hahn–
Banach theorem, L̃ can be extended to an element of H−1(Ω). Now, L̃ vanishes on C∞

0,σ(Ω), 
and therefore L̃ = ∇p for some p ∈ L2(Ω) in the distributional sense. This implies that

〈L̃, ξ〉W′×W = −( p, divξ)Ωs , for all ξ ∈ W.

Taking arbitrary ξ ∈ C∞
0 (Ωs), extending it by zero outside Ωs and then using 〈L̃, ξ〉W′×W = 0, 

we have ∇p = 0 in Ωs. Thus, p  is constant in Ωs and we obtain from the divergence theorem 
that

〈L̃, ξ〉W′×W = −p
∫

Γs

ξ · νdx = p
∫

Ωf

divξdx = 0

for every ξ ∈ W . Therefore, L̃ = 0 and as a result L  =  0.� □ 

From the above proposition, H0 ⊂ H1 is continuous and dense. Moreover, since 
L2(Ωs) ⊂ H1(Ωs) and Hf ⊂ Vf  are compact embeddings, H1 ⊂ H0  is also a compact 
embedding.

We now define the Stokes–Neumann operator. Roughly speaking, this is a linear operator 
describing a simplified steady state version of the fluid-structure interaction problem. Let 
A : D(A) ⊂ H0 → H0 be the linear operator defined by

A(u, v) = (−∆u +∇p,−∆v)

with domain D(A) consisting of all elements in (u, v) ∈ H1 such that ∆v ∈ L2(Ωs), 

−∆u +∇p ∈ Hf  and ∂v
∂ν = ∂u

∂ν − pν in H− 1
2 (Γs) for some p ∈ L2(Ωf ).

Note that v ∈ H1(Ωs) and ∆v ∈ L2(Ωs) imply that ∂v
∂ν ∈ H− 1

2 (Γs). The fact that 
∂u
∂ν |Γs ∈ H− 1

2 (Γs) and p|Γs ∈ H− 1
2 (Γs) follow from −∆u +∇p ∈ Hf  and u ∈ Vf , see [5]. By 

choosing p   =  0, we can see that D ⊂ D(A), and thus, D(A) is dense in H0 by proposition 2.1. 

G Peralta and K Kunisch﻿Nonlinearity 32 (2019) 5110
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For the Stokes operator with Neumann boundary conditions and without the coupling with the 
Neumann Laplacian, we refer to [34].

Theorem 2.2.  The linear operator A is self-adjoint and strictly positive. Moreover, 
D(A

1
2 ) = H1.

Proof.  We begin by showing that A is symmetric. For this purpose, let (u, v), (ϕ,ψ) ∈ D(A) 
and denote by p  and π be the corresponding elements in L2(Ωf ). Applying Green’s identity 
and the divergence theorem twice, we have

(A(u, v), (ϕ,ψ))H0 =

∫

Ωf

(−∆u +∇p) · ϕdx +
∫

Ωs

(−∆v) · ψdx

=

∫

Ωf

∇u : ∇ϕdx +
∫

Ωs

∇v : ∇ψdx

=

∫

Ωf

u · (−∆ϕ+∇π)dx +
∫

Ωs

v · (−∆ψ)dx

= ((u, v), A(ϕ,ψ))H0 .

Here, we used the boundary conditions ∂v
∂ν = ∂u

∂ν − pν and ∂ψ∂ν = ∂ϕ
∂ν − πν on Γs, u = ϕ = 0 

on Γf , and the fact that u and ϕ are divergence free in Ωf .
To prove that A is self-adjoint, it is enough to prove that A is onto according to [43, proposi-

tion 3.2.4]. Let ( f , g) ∈ H0 be given. Note that the map ( f , g) �→ ( f ,ϕ)Ωf + (g,ψ)Ωs defines 
a bounded linear functional on H1, and hence from the Riesz representation theorem, there 
exists a unique (u, v) ∈ H1 such that

(∇u,∇ϕ)Ωf + (∇v,∇ψ)Ωs = ( f ,ϕ)Ωf + (g,ψ)Ωs , ∀ (ϕ,ψ) ∈ H1.� (2.1)

Taking ψ = 0 and ϕ ∈ H1
0(Ωf ) ∩ Vf  in (2.1), it follows from de Rham’s theorem that there 

exists p̃ ∈ L2(Ωf ) such that −∆u +∇p̃ = f  in the sense of distributions. Note that p = p̃ + p∗ 
for every constant p * satisfies the equation −∆u +∇p = f  in the sense of distributions as 
well. This constant will be appropriately chosen below. For every ϕ ∈ Vf  we have, according 
to generalized Green’s identity,

∫

Ωf

f · ϕdx =

〈
∂u
∂ν

− pν,ϕ
〉

H− 1
2 (Γs)×H

1
2 (Γs)

+

∫

Ωf

∇u : ∇ϕdx.� (2.2)

By taking ϕ = 0 and ψ ∈ H1
0(Ωs) in (2.1) we have −∆v = g in L2(Ωs). Thus ∂v

∂ν ∈ H− 1
2 (Γs) 

and for every ψ ∈ H1(Ωs) there holds
∫

Ωs

g · ψdx = −
〈
∂v
∂ν

,ψ
〉

H− 1
2 (Γs)×H

1
2 (Γs)

+

∫

Ωs

∇v : ∇ψdx.� (2.3)

Let φ ∈ H
1
2 (Γs) and set ζ = φ− ( 1

|Γs|
∫
Γs
φ · νdx)ν. Choose the constant p * according to

p∗ =
1

|Γs|

〈
∂u
∂ν

− p̃ν − ∂v
∂ν

, ν
〉

H− 1
2 (Γs)×H

1
2 (Γs)

.� (2.4)
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Note that ζ ∈ H
1
2 (Γs) and 

∫
Γs
ζ · νdx = 0. From the trace theorem there exists ψ ∈ H1(Ωs) 

such that ψ|Γs = ζ . Let (ϕ,π) ∈ Vf × L2(Ωf )/R be the solution of the following Stokes prob-
lem




−∆ϕ+∇π = 0, in Ωf ,
divϕ = 0, in Ωf ,
ϕ = 0, on Γf ,
ϕ = ζ, on Γs.

� (2.5)

Using (ϕ,ψ) ∈ H1 as the test function in (2.2) and (2.3) we have
〈
∂u
∂ν

− pν − ∂v
∂ν

, ζ
〉

H− 1
2 (Γs)×H

1
2 (Γs)

= 0.

From the definition of p * and the equation  φ = ζ + ( 1
|Γs|

∫
Γs
φ · νdx)ν we obtain that 

∂u
∂ν − pν − ∂v

∂ν = 0 in H− 1
2 (Γs). Therefore, (u, v) ∈ D(A) and A(u, v) = ( f , g).

From the proof of symmetry, we deduce that for every (u, v) ∈ D(A)

(A(u, v), (u, v))H0 = ‖(u, v)‖2
H1

.� (2.6)

Using this and the Poincaré inequality, we conclude that A is strictly positive. Finally, we 
prove that D(A

1
2 ) = H1. By [43, remark 3.4.4], the space D(A

1
2 ) can be viewed as the comple-

tion of D(A) with respect to the norm

‖(u, v)‖1/2 := (A(u, v), (u, v))1/2
H0

,

and therefore from (2.6), we have D(A
1
2 ) ⊂ H1 since D(A) ⊂ H1. On the other hand, from 

D ⊂ D(A) and the density of D in H1, we have the reverse inclusion H1 ⊂ D(A
1
2 ).� □ 

The operator A−1 is also strictly positive, self-adjoint and compact, the latter being a con-
sequence of the compactness of H1 ⊂ H0 . From the above discussions and [43, theorem 
12.2.11], H0 has an orthonormal basis {(ϕn,ψn)}∞n=1 consisting of normalized eigenvectors of 
A. Let λn be the eigenvalue associated with (ϕn,ψn). Each λn is positive, and we list them in 
increasing order so that λn → ∞. Every element (u, v) ∈ H0 has the Fourier series expansion

(u, v) =
∞∑

n=1

{(u,ϕn)Ωf + (v,ψn)Ωs}(ϕn,ψn).

In particular, for u ∈ Hf  and v ∈ L2(Ωs) we have

u =

∞∑
n=1

(u,ϕn)Ωf ϕn, v =

∞∑
n=1

(v,ψn)Ωsψn.

Consequently, the operator A can be expressed as a Fourier series in terms of the associated 
orthonormal basis as

A(u, v) =
∞∑

n=1

λn{(u,ϕn)Ωf + (v,ψn)Ωs}(ϕn,ψn)

and its domain can be alternatively characterized according to
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D(A) =

{
(u, v) ∈ H0 :

∞∑
n=1

(1 + λ2
n)|(u,ϕn)Ωf + (v,ψn)Ωs |2 < ∞

}
.

In proving the existence of weak solutions to (1.1), we shall utilize the orthogonal projec-
tion Πm of H0 onto the span of {(ϕj,ψj)}m

j=1 given by

Πm(u, v) =
m∑

n=1

{(u,ϕn)Ωf + (v,ψn)Ωs}(ϕn,ψn).� (2.7)

For each (u, v) ∈ H0 we have ‖Πm(u, v)‖H0 � ‖(u, v)‖H0 for all m and Πm(u, v) → (u, v) as 
m → ∞ in H0.

Consequently, we have the following characterization

H1 =

{
(u, v) ∈ H0 :

∞∑
n=1

λn|(u,ϕn)Ωf + (v,ψn)Ωs |2 < ∞

}

and

‖(u, v)‖H1 =

( ∞∑
n=1

λn|(u,ϕn)Ωf + (v,ψn)Ωs |2
) 1

2

.

Using this, we have ‖Πm(u, v)‖H1 � ‖(u, v)‖H1 for each m and Πm(u, v) → (u, v) as m → ∞ 
in H1 whenever (u, v) ∈ H1. Indeed,

‖Πm(u, v)‖2
H1

=

m∑
n=1

λn|(u,ϕn)Ωf + (v,ψn)Ωs |2 � ‖(u, v)‖2
H1

and as m → ∞

‖Πm(u, v)− (u, v)‖2
H1

�
∞∑

n=m+1

λn|(u,ϕn)Ωf + (v,ψn)Ωs |2 → 0.

3. Transport equations with parameter

Let Ω ⊂ Rd  be Lipschitz, T  >  0 and a  <  b. The results of this section will be applied to the 
case (a, b) = (−r, 0). Consider the transport equation with extra variable x ∈ Ω





zt(t, θ, x)− zθ(t, θ, x) = 0, in (0, T)× (a, b)× Ω,
z(t, b, x) = v(t, x), in (0, T)× Ω,
z(0, θ, x) = z0(θ, x), in (a, b)× Ω.

� (3.1)

If the initial and boundary data v and z0 are sufficiently smooth and satisfy appropriate com-
patibility conditions, then one can obtain the solution of (3.1) using the method of characteris-
tics. Moreover, one obtains a well-defined trace on the boundary as well at interior points. Our 
goal is to have weak solutions for square integrable data and recover also this trace regularity. 
This will be needed in the weak formulation of our fluid-structure interaction model (1.1).

Our approach follows a variational method similar to the method of Friedrichs [17] for 
symmetric hyperbolic systems. Here, we focus in the bounded case and also mention the 
construction of traces for the graph spaces associated with (3.1). First, we write our notion of 
weak solution.

G Peralta and K Kunisch﻿Nonlinearity 32 (2019) 5110



5119

Definition 3.1.  Let v ∈ L2((0, T)× Ω) and z0 ∈ L2((a, b)× Ω). A function 
z ∈ L2((0, T)× (a, b)× Ω) is called a weak solution of (3.1) if the variational equation

−
∫ T

0

∫ b

a

∫

Ω

z · (φt − φθ)dxdθdt =
∫ b

a

∫

Ω

z0 · φ|t=0dxdθ +
∫ T

0

∫

Ω

v · φ|θ=bdxdt

holds for every φ ∈ H1((0, T)× (a, b); L2(Ω)) such that φ|t=T = 0 and φ|θ=a = 0.

Notice that a weak solution satisfies the equation zt − zθ = 0 in the sense of distributions. 
Hence, one can have a generalized trace on the boundary of QT = (0, T)× (a, b). Following 
[2, 22, 39], we shall construct this generalized trace and its restrictions in the appendix. The 
proofs of the following theorems are similar to that of hyperbolic systems and for this reason 
we do not include them here. For the definition of the space V2

L(QT) we refer to the appendix.

Theorem 3.2.  Given v ∈ L2((0, T)× Ω) and z0 ∈ L2((a, b)× Ω), (3.1) has a 
unique weak solution. Moreover, we have z ∈ C(0, T; L2((a, b)× Ω)) ∩ L2(Ω; V2

L(QT)), 
z|θ=a, z|θ=b ∈ L2((0, T)× Ω) and for each γ ∈ R we have

e−2γt‖z(t)‖2
L2((a,b)×Ω) + ‖e−γtz|θ=−r‖2

L2((0,T)×Ω)

+ 2γ
∫ t

0
e−2γσ‖z(σ)‖2

L2((a,b)×Ω)dσ = ‖z0‖2
L2((a,b)×Ω) + ‖e−γtv‖2

L2((0,T)×Ω)

� (3.2)

for every t ∈ [0, T].

The parameter γ  in the above theorem will be useful in the derivation of a priori estimates 
applicable to arbitrary delay coefficients µ,µd ∈ Rd  and µc ∈ L2(−rc, 0).

Theorem 3.3.  Suppose that m, s � 0 are nonnegative integers, z0 ∈ Hm((a, b); Hs(Ω)) 
and v ∈ Hm(0, T; Hs(Ω)) satisfy the compatibility conditions ∂ j

t v|t=0 = ∂ j
θz0|θ=b for every 

j = 0, 1, . . . , m − 1. Then the weak solution of (3.1) satisfies

z ∈
m⋂

j=0

C j(0, T; Hm−j((a, b); Hs(Ω))),

z|θ=a, z|θ=b ∈ Hm(0, T; Hs(Ω)).

Remark 3.4.  Let ξ ∈ [a, b]. By choosing test functions φ ∈ H1((0, T)× (ξ, b); L2(Ω))  
satisfying φ|θ=ξ = 0 and φ|t=T = 0 and then extending them by zero for a < θ < ξ in the  
definition of weak solution to (3.1), we see that z satisfies the weak form of (3.1) for 
θ ∈ (ξ, b). Consequently, z|θ=ξ ∈ L2((0, T)× Ω) in the case of theorem 3.2, while 
z|θ=ξ ∈ Hm(0, T; Hs(Ω)) in the case of theorem 3.3.

4.  Existence of weak solutions

The weak formulation of (1.1) will be posed in the state space X = Hf × H1(Ωs)×
L2(Ωs)× L2((−r, 0)× Ωs) and will be coupled in terms of the fluid and solid components. 
This is the same framework utilized in [28] for the case without delay. Thanks to the trace 
regularity for transport equations, it is advantageous to have test functions for the fluid-struc-
ture dynamics that are uncoupled to the delay variable. Without delay, an alternative direction 
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was followed in [10] using the theory of monotone operators. This time the test functions for 
the fluid and solid components are decoupled due to hidden trace regularity for the hyperbolic 
part. We prefer the former approach, specially in establishing uniqueness and regularity in two 
dimensions. For the rest of the paper, we let zξ := z|θ=−ξ whenever ξ ∈ [0, r].

Definition 4.1.  Given T  >  0, Gf ∈ L2(0, T; V ′
f ), Gs ∈ L2(0, T; L2(Ωs)) and 

(u0, w0, v0, z0) ∈ X , the quadruple (u, w, wt, z) ∈ L2(0, T; X) is called a weak solution of the 
fluid-structure model (1.1) and (1.2) if the following conditions are satisfied:

	 (a)	�u ∈ L2(0, T; Vf )

	(b)	�u|Γs = wt|Γs ∈ L2(0, T; H
1
2 (Γs))

	 (c)	�zrd ∈ L2(0, T; L2(Ωs))
	(d)	�w(0)  =  w0

	 (e)	�For every (ϕ,ψ) ∈ H1(0, T; H0) ∩ L2(0, T; H1) such that (ϕ,ψ)|t=T = 0 we have
∫ T

0
{−(u,ϕt)Ωf + (∇u,∇ϕ)Ωf + 〈(u · ∇)u,ϕ〉V′

f ×Vf −
1
2
〈(u · ν)u,ϕ〉V′

f ×Vf }dt

+

∫ T

0
{−(wt,ψt)Ωs + (σ(w), ε(ψ))Ωs + (w + µwt + µdzrd ,ψ)Ωs}dt

+

∫ T

0

∫ 0

−rc

µc(z,ψ)Ωs dθdt = (u0,ϕ(0))Ωf + (v0,ψ(0))Ωs

+

∫ T

0
{〈Gf ,ϕ〉V′

f ×Vf + (Gs,ψ)Ωs}dt.

	 (f)	�For every φ ∈ H1((0, T)× (−r, 0); L2(Ωs)) with φ|t=T = 0 and φr = 0 we have

−
∫ T

0

∫ 0

−r
(z,φt − φθ)Ωs dθdt −

∫ T

0
(wt,φ0)Ωs dt =

∫ 0

−r
(z0,φ(0))Ωs dθ.

Let us give a few remarks with regards to the above definition. As a consequence of the 
definition, we have w ∈ C(0, T; L2(Ωs)), so that (d) makes sense. Moreover, we have at the 
very least that wt|Γs ∈ H−1(0, T; H

1
2 (Γs)). Nevertheless, condition (b) implies that we have 

more regularity. Condition (f) implies that z is the weak solution of



zt(t, θ, x)− zθ(t, θ, x) = 0, in (0, T)× (−r, 0)× Ω,
z(t, 0, x) = wt(t, x), in (0, T)× Ω,
z(0, θ, x) = z0(θ, x), in (−r, 0)× Ω,

� (4.1)

and based on remark 3.4, we obtain (c).
In the following, we shall prove well-posedness for every damping and delay factors 

(µ,µd,µc) ∈ R× R× L2(−rc, 0). In the linear case where semigroup methods are amenable, 
the corresponding result can be achieved from the bounded perturbation theorem for strongly 
continuous semigroups. In the nonlinear case, we shall do a similar process by replacing the 
test function (ϕ,ψ) in condition (e) by e−γt(ϕ,ψ) with a suitable γ > 0. Notice that this map 
is an isomorphism of H1(0, T; H0) ∩ L2(0, T; H1) onto itself.

The effect of the above change of test functions with respect to the weak form is equiva-
lent to the change of the unknowns (u,w,wt,p ) to e−γt(u, w, wt, p) in the strong form. For this 
reason, let us define the new state variables (uγ , wγ , vγ , pγ) = e−γt(u, w, wt, p) as well as the 
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rescaled source terms Gfγ = e−γtGf  and Gsγ = e−γtGs. The strong form of the Navier–Stokes 
equation becomes

uγt −∆uγ + γuγ + eγt(uγ · ∇)uγ +∇pγ = Gfγ ,
div uγ = 0,

and using

wγt = vγ − γwγ ,� (4.2)

the strong form for the elasticity equation turns into

vγt − divσ(wγ) + wγ + (γ + µ)vγ + µde−γtzrd +

∫ 0

−rc

e−γtµczdθ = Gsγ .

The boundary conditions remain the same for the rescaled variables, that is, uγ = vγ on Γs and 
uγ = 0 on Γf , except for the normal stresses on Γs which becomes

∂uγ

∂ν
− pγν +

1
2

eγt(uγ · ν)uγ = σ(wγ) · ν.

Applying the variation of parameters formula to (4.2), we obtain wγ = e−γtw0 + Jγvγ where 
Jγ is the integral operator

(Jγv)(t) =
∫ t

0
e−γ(t−s)v(s)ds.

We are now going to write the rescaled variational equation in (e). First, let us define the 
bilinear forms af : H1(Ωf )× H1(Ωf ) → R and as : H1(Ωs)× H1(Ωs) → R and the trilinear 
form b : H1(Ωf )× H1(Ωf )× H1(Ωf ) → R respectively according to

af (u,ϕ) = (∇u,∇ϕ)Ωf

as(w,ψ) = (σ(w), ε(ψ))Ωs + (w,ψ)Ωs

b(u, v,ϕ) = 〈(u · ∇)v,ϕ〉V′
f ×Vf −

1
2
〈(u · ν)v,ϕ〉V′

f ×Vf .

From the above discussions, we see that the variational equation in (e) can be rewritten as 
follows

∫ T

0
{−(uγ ,ϕt)Ωf + af (uγ ,ϕ) + γ(uγ ,ϕ)Ωf + eγtb(uγ , uγ ,ϕ)}dt

+

∫ T

0
{−(vγ ,ψt)Ωs + as(Jγvγ ,ψ) + ((γ + µ)vγ + µde−γtzrd ,ψ)Ωs}dt

+

∫ T

0

∫ 0

−rc

e−γtµc(z,ψ)Ωs dθdt = (u0,ϕ(0))Ωf + (v0,ψ(0))Ωs

−
∫ T

0
e−γtas(w0,ψ)dt +

∫ T

0
{〈Gfγ ,ϕ〉V′

f ×Vf + (Gsγ ,ψ)Ωs}dt,

while the variational equation in (f) can be rewritten as

−
∫ T

0

∫ 0

−r
(z,φt − φθ)Ωs dθdt −

∫ T

0
(eγtvγ ,φ0)Ωs dt =

∫ 0

−r
(z0,φ(0))Ωs dθ.
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Note that we only did a change of test functions in (e) and not in (f). If 
(uγ , vγ , z) ∈ L2(0, T; Hf × L2(Ωs)× L2((−r, 0)× Ωs)) satisfies these new variational equa-
tions and Jγvγ ∈ L2(0, T; H1(Ωs)) then it is not hard to see that (u,w,wt,z) with u = eγtuγ  and 
w = eγtJγvγ + w0 is a weak solution of (1.1) and (1.2).

Remark 4.2.  An auxiliary problem may be considered in terms of the global velocity vec-
tor field ξγ = uγχΩf + vγχΩs as in [16]. One proves the existence of ξγ by Faedo–Galerkin 
method. The solution of the original problem can be obtained by the restrictions uγ = ξγ |Ωf  
and vγ = ξγ |Ωs. We prefer the formulation where the velocities are defined separately. Never-
theless, these two approaches are equivalent.

In the following lemma, we list some properties of the trilinear form b that will be needed 
in the proof of existence of weak solutions. For their proofs, we refer to [10].

Lemma 4.3.  Let u ∈ Vf  and v,ϕ ∈ H1(Ωf ). Then we have the following:

	 (i)	�b(u, v,ϕ) = −b(u,ϕ, v) and in particular b(u, u, u) = 0
	(ii)	�If d  =  2 then there exists a constant C  >  0 independent of (u, v,ϕ) such that

|b(u, v,ϕ)| � C‖u‖
H

1
2 (Ωf )

(‖v‖H1(Ωf )‖ϕ‖H
1
2 (Ωf )

+ ‖v‖
H

3
4 (Ωf )

‖ϕ‖
H

3
4 (Ωf )

).

	(iii)	�If d  =  3 then there exists a constant C  >  0 independent of (u, v,ϕ) such that

|b(u, v,ϕ)| � C‖u‖
H

1
2 (Ωf )

‖v‖H1(Ωf )‖ϕ‖H1(Ωf )

|b(u, v,ϕ)| � C‖u‖
H

3
4 (Ωf )

‖v‖H1(Ωf )‖ϕ‖H
3
4 (Ωf )

.

The following consequence of this lemma will be utilized frequently in this paper.

Corollary 4.4.  Let d  =  2. For every ε > 0 there exists a constant Cε > 0 such that

|b(u, v, u)| � ε‖u‖2
Vf
+ Cε‖u‖2

Ωf
‖v‖2

Vf
(1 + ‖v‖2/3

Ωf
)

for every u, v ∈ Vf .

Proof.  From lemma 4.3(ii), interpolation for Sobolev spaces and Poincaré inequality

|b(u, v, u)| � C‖u‖Ωf ‖u‖Vf ‖v‖Vf + C‖u‖3/4
Ωf

‖u‖5/4
Vf

‖v‖1/4
Ωf

‖v‖3/4
Vf

.� (4.3)

The desired estimate now follows by applying Young’s inequality ab � ε
2 a p + Cp,εb p/( p−1) 

with a = ‖u‖Vf , b = C‖u‖Ωf ‖v‖Vf , p   =  2 and a = ‖u‖5/4
Vf

, b = C‖u‖3/4
Ωf

‖v‖1/4
Ωf

‖v‖3/4
Vf

, p   =  8/5 
to the first and second terms on the right hand side of (4.3), respectively.� □ 

Theorem 4.5.  Let T  >  0 and set Vf ,0 = {u ∈ Vf : u = 0 on Γs}. Given  
(u0, w0, v0, z0) ∈ X , Gf ∈ L2(0, T; V ′

f ), Gs ∈ L2(0, T; L2(Ωs)) and (µ,µd,µc) ∈ R2 × L2(−r, 0),  
the coupled system (1.1) and (1.2) has a weak solution. In addition, it holds that 
(u, w, wt) ∈ L∞(0, T; Hf × H1(Ωs)× L2(Ωs)), ut ∈ Lp(0, T; V ′

f ,0), where p = 2 if d = 2 and  
p = 4

3 if d = 3, wtt ∈ L2(0, T; H−1(Ωs)), and z ∈ C(0, T; L2((−r, 0)× Ωs)) ∩ L2(Ωs; V2
L(QT)).

Proof.  We apply a standard Faedo–Galerkin method using the orthonormal basis of H0 ob-
tained from the Stokes–Neumann operator A. For each positive integer m, define
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um(t, x) =
m∑

j=1

αjm(t)ϕj(x), (t, x) ∈ (0, T)× Ωf ,

vm(t, x) =
m∑

j=1

αjm(t)ψj(x), (t, x) ∈ (0, T)× Ωs.

The continuity on the interface um|Γs = vm|Γs holds since ϕj|Γs = ψj|Γs for each j . Consider 
the following approximate system of integro-differential delay equations

α̇im(t) +
m∑

j=1

αjm(t){af (ϕj,ϕi) + γ(ϕj,ϕi)Ωf }+
m∑

j,k=1

αjm(t)αkm(t)eγtb(ϕj,ϕk,ϕi)

+

m∑
j=1

(Jγαjm)(t)as(ψj,ψi) +

m∑
j=1

{(γ + µ)αjm(t) + µde−γthjm(t,−rd)}(ψj,ψi)Ωs

+

m∑
j=1

∫ 0

−rc

e−γtµc(θ)hjm(t, θ)(ψj,ψi)Ωs dθ = 〈Gfγ(t),ϕi〉V′
f ×Vf + (Gsγ(t),ψi)Ωs

− e−γtas(w0,ψi), αim(0) = αim0,
� (4.4)

where him is the solution of the following transport equation

∂thim(t, θ)− ∂θhim(t, θ) = 0, him(t, 0) = eγtαjm(t), him(0, θ) = him0(θ),
� (4.5)

for (t, θ, x) ∈ (0, T)× (−r, 0)× Ωs and for i = 1, . . . , m. The corresponding approximate ini-
tial data and history are given by

αim(0) = (u0,ϕi)Ωf + (v0,ψi)Ωs ,
him0(θ) = (z0(θ),ψi)Ωs , θ ∈ (−r, 0).

Let αm = (α1m, . . . ,αmm)
T , hm = (h1m, . . . , hmm)

T  and fm = Jγαm. Likewise, define the 
matrices Am = [af (ϕj,ϕi) + γ(ϕj,ϕi)Ωf + (γ + µ)(ψj,ψi)Ωs ]

m
i,j=1, Cm = [as(ψj,ψi)]

m
i,j=1, 

Dm = [(ψj,ψi)Ωs ]
m
i,j=1 and gm = [〈Gfγ ,ϕi〉V′

f ×Vf + (Gsγ ,ψi)Ωs − e−γtas(w0,ψi)]
m
i=1. The equa-

tions (4.4) can be written as the system



α̇m(t) + Amαm(t) + Cmfm(t) + eγtNm(αm(t)) + µde−γtDmhm(t,−rd)

+
∫ 0
−rc

e−γtµc(ϑ)Dmhm(t,ϑ)dθ = gm(t),

ḟm(t)− fm(t)− γαm(t) = 0,
� (4.6)

for the unknowns (αm, fm, hm), where Nm is the nonlinear function associated with the trilinear 
form b. From the theory of delay differential equations, system (4.5) and (4.6) admits a unique 
local solution with hm ∈ C(0, Tm; L2(−r, 0)) ∩ VL(QTm), αm ∈ H1(0, Tm) and fm ∈ H2(0, Tm) 
for some Tm ∈ (0, T]. We either have Tm  =  T or |αm(t)|+ |fm(t)|+ ‖hm(t)‖L2(−r,0) → ∞ as 
t → Tm. The a priori estimates below implies that the second case is not possible, hence 
Tm  =  T.

Define zm =
∑m

j=1 hjmψj and zm0 =
∑m

j=1 hjm0ψj. Note that zm|θ=0 = eγtvm  by (4.5). It fol-
lows from (4.5) that for each ξ ∈ [0, r], zm satisfies
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1
2

d
dt

∫ 0

−ξ

e−2γt‖zm(t, θ)‖2
Ωs

dθ

+ γ

∫ 0

−ξ

e−2γt‖zm(t, θ)‖2
Ωs

dθ +
1
2

e−2γt‖zξm(t)‖2
Ωs

=
1
2
‖vm(t)‖2

Ωs
.

�

(4.7)

Let wm = e−γtw0 + Jγvm so that wmt = vm − γwm. Multiplying (4.4) by αim, adding the 
resulting terms for i = 1, . . . , m and using

1
2

d
dt

as(wm(t), wm(t)) = as(wm(t), vm(t))− γas(wm(t), wm(t))

we have

1
2

d
dt
(‖um(t)‖2

Ωf
+ ‖vm(t)‖2

Ωs
+ as(wm(t), wm(t))) + af (um(t), um(t))

+ γ‖um(t)‖2
Ωf

+ γas(wm(t), wm(t)) + (γ + µ)‖vm(t)‖2
Ωs

+ (e−γtzrd
m (t),µdvm(t))Ωs +

∫ 0

−rc

µc(θ)(e−γtzm(t, θ), vm(t))Ωs dθ

= 〈Gfγ(t), um(t)〉V′
f ×Vf + (Gsγ(t), vm(t))Ωs .

� (4.8)

Here, we used b(um, um, um) = 0 according to lemma 4.3(i).
Taking the sum of (4.7) with ξ = rd, ξ = rc and (4.8), integrating with respect to time and 

applying the Cauchy–Schwarz inequality, we obtain

em(t) + (1 − ε)

∫ t

0
af (um(σ), um(σ))dσ

+ γ

∫ t

0
as(wm(σ), wm(σ))dσ + Cε,γ

∫ t

0
‖vm(σ)‖2

Ωs
dσ

+

(
1
2
− ε

)∫ t

0
e−2γσ‖zrd

m (σ)‖2
Ωs

dσ +

(
γ − 1

2

)∫ t

0

∫ 0

−rc

e−2γσ‖zm(σ, θ)‖2
Ωs

dθdσ

� em(0) +
1
2

∫ t

0
(Cε‖Gfγ(σ)‖2

V′
f
+ ‖Gsγ(σ)‖2

Ωs
)dσ

where ε, C, Cε > 0, Cε,γ = γ + µ− 1 − µ2
dCε − 1

2‖µc‖2
L2(−rc,0) and

em(t) =
1
2
(‖um(t)‖2

Ωf
+ ‖vm(t)‖2

Ωs
+ as(wm(t), wm(t)))

+
1
2

∫ 0

−rd

e−2γt‖zm(t, θ)‖2
Ωs

dθ +
1
2

∫ 0

−rc

e−2γt‖zm(t, θ)‖2
Ωs

dθ.
� (4.9)

By definition, we have (um(0), vm(0)) = Πm(u0, v0), Jγvm(0) = 0 and 
zm(0, θ) = Πm(0, z0(θ))|Ωs. The boundedness of the projections Πm imply that em(0) is uni-
formly bounded with respect to m. By choosing ε small enough then γ  large enough so that 
Cε,γ > 0, we obtain the following
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



(um)m bounded in L∞(0, T; Hf ) ∩ L2(0, T; Vf ),
(vm)m bounded in L∞(0, T; L2(Ωs)),
(wm)m bounded in L∞(0, T; H1(Ωs)),
(zm)m bounded in L∞(0, T; L2((−r, 0)× Ωs)),
(zrd

m )m bounded in L2(0, T; L2(Ωs)).

� (4.10)

With these bounds, we obtain the following convergences after an extraction of an appropriate 
subsequence. First, we have um ⇀ uγ  in L2(0, T; Vf ), vm ⇀ vγ  in L2(0, T; L2(Ωs)), wm ⇀ wγ in 
L2(0, T; H1(Ωs)), zm ⇀ z in L2(0, T; L2((−r, 0)× Ωs)) and zrd

m ⇀ ζ  in L2(0, T; L2(Ωs)). Since 
umt is bounded in Lp(0, T; V ′

f ,0) and the embedding Vf ,0 ⊂ Hf  is compact, we have um → uγ  in 
L2(0, T; Hf ) by Aubin–Lions–Simon lemma [40]. The integral operator Jγ is bounded from 
L2(0, T; L2(Ωs)) into itself, thus we have Jγvm ⇀ Jγvγ in L2(0, T; L2(Ωs)), and as a result 
wγ = Jγvγ + e−γtw0.

Since ∂tz − ∂θz = 0 = ∂tzm − ∂θzm in the sense of distributions, we have zm ⇀ z in 
L2(Ωs; W2

L(QT)). The continuity of the generalized trace implies that we have zrd
m ⇀ zrd in 

L2(Ωs; V(Σ−rd)′). We refer the reader to the appendix for the definitions of the function 
spaces W2

L(QT) and V(Σ−rd)′. By the uniqueness of weak limits, it follows that ζ = zrd.  
To verify (b), first let us notice that um|Γs ⇀ uγ |Γs in L2(0, T; H

1
2 (Γs)). From Jγvm|Γs ⇀ wγ |Γs 

in L2(0, T; H
1
2 (Γs)), we obtain that vm|Γs = ((Jγvm)t + γJγvm)|Γs ⇀ (wγt + γwγ)|Γs = vγ |Γs 

in H−1(0, T; H
1
2 (Γs)). Since um|Γs = vm|Γs for all m, it follows that uγ |Γs = vγ |Γs.

Given ηj ∈ H1(0, T) and ρj ∈ H1(QT) such that ηj(T) = 0, ρj|t=T = 0 and ρr
j = 0, intro-

duce the following test functions

ϕk =

k∑
i=1

ηiϕi, ψk =

k∑
i=1

ηiψi, φk =

k∑
i=1

ρiψi

for 1 � k � m. Multiplying (4.4) by ηi, taking the sum for 1 � i � k, and then integrating 
by parts over the time interval [0, T], we have the rescaled variational equation  in (e) with 
(uγ , vγ , z), (ϕ,ψ) and (u0, v0) replaced by (um, vm, zm), (ϕk,ψk) and (um0, vm0), respectively. 
That is, for every 1 � k � m we have

∫ T

0
{−(um,ϕk

t )Ωf + af (um,ϕk) + γ(um,ϕk)Ωf + eγtb(um, um,ϕk)}dt

+

∫ T

0
{−(vm,ψk

t )Ωs + as(Jγvm,ψk) + ((γ + µ)vm + µde−γtzrd
m ,ψk)Ωs}dt

+

∫ T

0

∫ 0

−rc

e−γtµc(zm,ψk)Ωs dθdt = (u0m,ϕk(0))Ωf + (v0m,ψk(0))Ωs

−
∫ T

0
e−γtas(w0,ψk)dt +

∫ T

0
{〈Gfγ ,ϕk〉V′

f ×Vf + (Gsγ ,ψk)Ωs}dt,

� (4.11)

where (u0m, v0m) = Πm(u0, v0). On the other hand, multiplying the first equation in (4.5) by 
ψi, taking the sum for 1 � i � m, testing the resulting sum by φk , and integrating by parts on 
[0, T]× (−r, 0), we obtain
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−
∫ T

0

∫ 0

−r
(zm,φk

t − φk
θ)Ωs dθdt −

∫ T

0
(eγtvm,φk|θ=0)Ωs dt =

∫ 0

−r
(z0m,φk(0))Ωs dθ,

� (4.12)

where z0m(θ) = Πm(0, z0(θ))|Ωs, which corresponds to the equation  in (f), where z and z0 
replaced by zm and z0m, respectively.

Writing b(um, um,ϕk)− b(uγ , uγ ,ϕk) = b(um − uγ , um,ϕk)− b(uγ , um − uγ ,ϕk) and us-
ing lemma 4.3(iii) and interpolation estimates, we have

∣∣∣∣
∫ T

0
eγt(b(um, um,ϕk)− b(uγ , uγ ,ϕk))dt

∣∣∣∣

� eγT
∫ T

0
(|b(um − uγ , um,ϕk)|+ |b(uγ , um − uγ ,ϕk)|)dt

� CeγT
∫ T

0
‖um − uγ‖H

3
4 (Ωf )

‖ϕk‖Vf (‖um‖Vf + ‖uγ‖Vf )dt

≤ CeγT‖ϕk‖L∞(0,T;Vf )

∫ T

0
‖um − uγ‖

1
2
Ωf
‖um − uγ‖

1
2
Vf
(‖um‖Vf + ‖uγ‖Vf )dt

≤ C‖ϕk‖L∞(0,T;Vf )‖um − uγ‖
1
2
L∞(0,T;Hf )

‖um − uγ‖
1
2
L2(0,T;Vf )

where C = C(T , ‖um‖L2(0,T;Vf ), ‖uγ‖L2(0,T;Vf )) > 0 . For fix k, this tends to zero as m → ∞ 
according to the uniform boundedness of um in L∞(0, T; Hf ) and the fact that um → uγ  in 
L2(0, T; Hf ).

Observe that the set of all linear combinations of the form (ηϕj, ηψj) for every η ∈ H1(0, T) 
such that η(T) = 0 is dense in {(ϕ,ψ) ∈ H1(0, T; H0) ∩ L2(0, T; H1) : (ϕ,ψ)|t=T = 0}. Simi-
larly, the set of all linear combinations of the form ρψj for every ρ ∈ H1((0, T)× (−r, 0)) with 
ρ|t=T = 0 and ρr = 0 is dense in {φ ∈ H1((0, T)× (−r, 0); L2(Ωs)) : φ|t=T = 0,φr = 0}. 
Passing to the limit m → ∞ in (4.11) and (4.12), and then using these density properties, we ob-
tain the rescaled versions of (e) and (f) in definition 4.1. Furthermore, since uγ ∈ L2(0, T; Vf ), 
uγ |Γs = vγ |Γs and wγ(0) = w0, we also have (a), (b) and (d).

As has been noted, z is the weak solution of a parameter depending transport equa-
tion  with boundary data wt ∈ L2(0, T; L2(Ωs)) and initial data z0 ∈ L2((−r, 0)× Ωs).  
Consequently, z ∈ C(0, T; L2((−τ , 0)× Ωs)) ∩ L2(Ωs; V2

L(QT)) according to theorem 3.2 
and zrd ∈ L2(0, T; L2(Ωs)) by remark 3.4, thus (c) is verified. The regularity of the time 
derivatives ut ∈ Lp(0, T; V ′

f ,0), with p as described in the statement of the theorem, and  
wtt ∈ L2(0, T; H−1(Ωs)) follows immediately from the variational equation  (e) by choosing 
test functions ϕ ∈ Lp/(p−1)(0, T; Vf ,0) and ψ ∈ L2(0, T; H1

0(Ωs)), respectively. Finally, by the 
sequential compactness of L∞(0, T; Hf × H1(Ωs)× L2(Ωs)) in the weak-star topology, we 
also have (u, w, wt) ∈ L∞(0, T; Hf × H1(Ωs)× L2(Ωs)).� □ 

Given a Banach space X, denote by CS(0,T;X) the set all functions u ∈ L∞(0, T; X) such 
that for each f ∈ X′ the map t �→ 〈 f , u(t)〉X′×X is continuous on [0, T].

Theorem 4.6.  The component w of the weak solution of (1.1) constructed by the Faedo–
Galerkin approximations satisfies wt ∈ CS(0, T; L2(Ωs)) and w ∈ CS(0, T; H1(Ωs)).

Proof.  From the proof of existence, we have in fact the weak-star convergence of wm to w 
in L∞(0, T; H1(Ωs)) and wmt to wt in L∞(0, T; L2(Ωs)). Since w ∈ C(0, T; L2(Ωs)), it follows 
from [29, lemma 8.1] that w ∈ CS(0, T; H1(Ωs)). Likewise, we have wtt ∈ L2(0, T; H−1(Ωs)), 
so that wt ∈ C(0, T; H−1(Ωs)), and thus wt ∈ CS(0, T; L2(Ωs)).� □ 
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5.  Uniqueness and continuity of weak solutions in two dimensions

In this section we shall establish the uniqueness of weak solutions in the two-dimensional 
case, and in addition, we prove that the weak solutions are continuous in time with values in 
the state space X.

Theorem 5.1.  If d  =  2, then the weak solution of the fluid-structure system (1.1) is unique.

Proof.  Suppose that (u1, v1, z1) and (u2, v2, z2) are two weak solutions of the rescaled weak 
forms of (e) and (f), and denote by (u, v, z) the difference of these weak solutions. Then we 
have the variational equation

∫ T

0
{−(u,ϕt)Ωf + af (u,ϕ) + γ(u,ϕ)Ωf + eγtB(u, u1,ϕ)}dt

+

∫ T

0
{−(v,ψt)Ωs + as(Jγv,ψ) + ((γ + µ)v + µde−γtzrd ,ψ)Ωs}dt

+

∫ T

0

∫ 0

−rc

e−γtµc(θ)(zm(θ),ψ)Ωs dθdt = 0

� (5.1)

for every (ϕ,ψ) ∈ H1(0, T; H0) ∩ L2(0, T; H1) such that (ϕ(T),ψ(T)) = (0, 0), where the tri-
linear form B is defined by B(u, u1,ϕ) = b(u1, u,ϕ) + b(u, u1,ϕ)− b(u, u,ϕ). The weak form 
for the transport equation for z is the same due to linearity.

Fix t ∈ (0, T) and let ϑm be the absolutely continuous piecewise linear function such that 
ϑm(s) = 1 for 2

m � s � t − 2
m and ϑm(s) = 0 for s > t − 1

m or s < 1
m. Let �n be an even mol-

lifier whose support lies in [− 1
n , 1

n ], that is, �n ∈ C∞(R), �n(s) = �n(−s) and 
∫
R �n(s)ds = 1. 

For n  >  2m we consider the test functions

(ϕnm,ψnm) = ϑm((ϑmu) ∗ �n ∗ �n, (ϑmv) ∗ �n ∗ �n) ∈ H1
0(0, T; H1),

where u and v are extended by zero outside [0, T] and ∗ denotes convolution with respect to 
time, see [28, chapter 1]. Fixing m and letting n → ∞, we have

∫ t

0
(u,ϕnmt)Ωf ds =

∫ t

0
ϑ̇m(u ∗ �n, (ϑmu) ∗ �n)Ωf ds

+

∫ t

0
((ϑmu) ∗ �n)t, ((ϑmu) ∗ �n)Ωf dt →

∫ t

0
ϑ̇mϑm‖u‖2

Ωf
ds.

In a similar way, we have the following
∫ t

0
(v,ψnmt)ds →

∫ t

0
ϑ̇mϑm‖v‖2

Ωs
dt,

∫ t

0
{af (u,ϕnm) + γ(u,ϕnm)Ωf + ((γ + µ)v + µde−γszrd ,ψnm)Ωs}ds

→
∫ t

0
ϑ2

m{af (u, u) + γ(u, u)Ωf + ((γ + µ)v + µde−γszrd , v)Ωs}dθds,

∫ t

0

∫ 0

−rc

e−γsµc(θ)(zm(θ),ψnm)Ωs dθds →
∫ t

0

∫ 0

−rc

ϑ2
me−γsµc(θ)(z(θ), v)Ωs dθds.

G Peralta and K Kunisch﻿Nonlinearity 32 (2019) 5110



5128

On the other hand, it holds that
∫ t

0
as(Jγv,ψnm)ds

=

∫ t

0
{as(ϑm(Jγv) ∗ �n,ϑm(Jγv)t ∗ �n) + γϑ2

mas((Jγv) ∗ �n, (Jγv) ∗ �n)}ds

→
∫ t

0
{ϑ2

mγas(Jγv, Jγv)− ϑ̇mϑmas(Jγv, Jγv)}ds.

With regards to the nonlinear terms in the fluid component, we have as n → ∞
∫ t

0
eγsB(u, u1,ϕnm)ds →

∫ t

0
eγsϑ2

mb(u, u1, u)ds.

Using corollary 4.4, one can see that
∫ t

0
eγsϑ2

mb(u, u1, u)ds

� Cεe2γT
∫ t

0
‖u‖2

Ωf
‖u1‖2

Vf
(1 + ‖u1‖2/3

Ωf
)ds + ε

∫ t

0
af (u, u)ds.

As in [28, chapter 1], if t is a Lebesgue point of the integrand then

−
∫ t

0
ϑ̇mϑm{‖u‖2

Ωf
+ ‖v‖2

Ωs
+ as(Jγv, Jγv)}ds

→ 1
2
(‖u(t)‖2

Ωf
+ ‖v(t)‖2

Ωs
+ as(Jγv(t), Jγv(t))), as m → ∞.

Let e(t) be the energy defined by (4.9) but without the indices m. Using the test functions 
(ϕnm,ψnm) in (5.1), choosing ε > 0 small enough, passing to the limit n → ∞ and then 
m → ∞ we have

e(t) +
∫ t

0
af (u(σ), u(σ))dσ +

∫ t

0
as(Jγv(σ), Jγv(σ)) + ‖v(σ)‖2

Ωs
dσ

+

∫ t

0
e−2γσ‖zrd(σ)‖2

Ωs
dσ +

∫ t

0

∫ 0

−rc

e−2γσ‖z(σ, θ)‖2
Ωs

dθdσ

� Cγ,T(1 + ‖u1‖2/3
L∞(0,T;Hf )

)

∫ t

0
‖u‖2

Ωf
‖u1‖2

Vf
ds

for some constant Cγ,T > 0. Since u1 ∈ L2(0, T; Vf ) ∩ L∞(0, T; Hf ), one can apply Gronwall’s 
inequality to obtain that u is identically zero in [0, t]. This is true for almost every t ∈ [0, T], 
hence it follows that (1.1) has only one weak solution.� □ 

We already knew from the existence part that u and z are continuous in time. Thus 
it remains to show continuity of the elastic component, and for this we derive a rescaled-
in-time energy identity. Given γ > 0, let us define the functionals E : X → R and 
D : Vf × L2(Ωs)× L2((−r, 0)× Ωs)× L2(Ωs)× L2(Ωs) → R as follows
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E (u, w, v, z) =
1
2
(‖u‖2

Ωf
+ as(w, w) + ‖v‖2

Ωs
)

+
1
2

∫ 0

−rd

‖z(θ)‖2
Ωs

dθ +
1
2

∫ 0

−rc

‖z(θ)‖2
Ωs

dθ

D(u, v, z, ζ, ξ) = af (u, u) + γ‖u‖2
Ωf

+ γas(w, w) + ((γ + µ− 1)v + µdζ, v)Ωs

+

∫ 0

−rc

µc(θ)(z(θ), v)Ωs dθ +
1
2
‖ζ‖2

Ωs
+

1
2
‖ξ‖2

Ωs

+ γ

∫ 0

−rd

‖z(θ)‖2
Ωs

dθ + γ

∫ 0

−rc

‖z(θ)‖2
Ωs

dθ.

By taking γ > 0 sufficiently large enough, we can see that D  is weakly lower semicontinuous. 
Indeed, using the elementary identity (v, w)Ωs =

1
2 (‖v + w‖2

Ωs
− ‖v‖2

Ωs
− ‖w‖2

Ωs
), the func-

tional D  can be rewritten as

D(u, v, z, ζ, ξ) = af (u, u) + γ‖u‖2
Ωf

+ γas(w, w) +
1
2
‖ζ + µdv‖2

Ωs
+

1
2
‖ξ‖2

Ωs

+

(
γ + µ− 1

2
µ2

d −
1
2
‖µc‖2

L2(−rc,0) − 1
)
‖v‖2

Ωs
+ γ

∫ 0

−rd

‖z(θ)‖2
Ωs

dθ

+
1
2

∫ 0

−rc

‖z(θ) + µc(θ)v‖2
Ωs

dθ +
(
γ − 1

2

)∫ 0

−rc

‖z(θ)‖2
Ωs

dθ

and weak lower semicontinuity follows immediately, provided that the coefficient of ‖v‖2
Ωs

 is 
nonnegative.

Theorem 5.2.  If d  =  2, then the weak solution of (1.1) constructed from the Faedo–Galerkin 
approximations satisfies the energy equation

E (u(t), w(t), wt(t), z(t)) +
∫ t

0
e2γ(t−σ)D(u(σ), wt(σ), z(σ), zrd(σ), zrc(σ))dσ

= e2γtE (u0, w0, v0, z0) +

∫ t

0
e2γ(t−σ){〈Gf (σ), u(σ)〉V′

f ×Vf + (Gs(σ), wt(σ))Ωs}dσ
�

(5.2)

for almost every t ∈ [0, T].

Proof.  We proceed using the methods in [28, chapter 9]. For each nonnegative continuous 
function ϑ on [0, T], the approximate solutions provided by the Faedo–Galerkin method give 
us the energy identity

∫ T

0
E (um(t), wm(t), vm(t), e−γtzm(t))ϑ(t)dt

+

∫ T

0

∫ t

0
D(um(σ), vm(σ), e−γσzm(σ), e−γσzrd

m (σ), e−γσzr
m(σ))ϑ(t)dσdt

=

∫ T

0
E (um0, wm0, vm0, zm0)ϑ(t)dt

+

∫ T

0

∫ t

0
e−γσ{〈Gf (σ), um(σ)〉V′

f ×Vf + (Gs(σ), vm(σ))Ωs}ϑ(t)dσdt.
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This can be obtained by choosing ξ = rd and ξ = rc in (4.7), taking the sum of these terms 
with (4.8), multipyling by ϑ, integrating over the interval [0, t] and then integrating over [0, T].

According to the weak convergence of the approximate solutions and the weak lower-
semicontinuity of E , we have

lim inf
m→∞

∫ T

0
E (um(t), wm(t), vm(t), e−γtzm(t))ϑ(t)dt

�
∫ T

0
e−2γtE (u(t), w(t), wt(t), z(t))ϑ(t)dt.

Here, we recall that (uγ , vγ , wγ) = e−γt(u, wt, w). On the other hand, the dominated conv
ergence theorem, which is applicable due to (4.10), implies that

∫ T

0

∫ t

0
e−γσ{〈Gf (σ), um(σ)〉V′

f ×Vf + (Gs(σ), vm(σ))Ωs}ϑ(t)dσdt

→
∫ T

0

∫ t

0
e−2γσ{〈Gf (σ), u(σ)〉V′

f ×Vf + (Gs(σ), wt(σ))Ωs}ϑ(t)dσdt.

Using the weak convergence of (um, wmt, zm, zrd
m , zrc

m) to (e−γtu, e−γtwt, z, zrd , zrc) in 
L2(0, T; Vf × L2(Ωs)× L2(−r, 0; L2(Ωs))× L2(Ωs)× L2(Ωs)), Fatou’s lemma and the weak 
lower-semicontinuity of D , we can see that

lim inf
m→∞

∫ T

0

∫ t

0
D(um(σ), vm(σ), e−γσzm(σ), e−γσzrd

m (σ), e−γσzrc
m(σ))ϑ(t)dσdt

�
∫ T

0

∫ t

0
e−2γσD(u(σ), wt(σ), z(σ), zrd(σ), zrc(σ))ϑ(t)dσdt.

Similarly, from the strong convergence of the approximate initial data, there holds
∫ T

0
E (um0, wm0, vm0, zm0)ϑ(t)dt →

∫ T

0
E (u0, w0, v0, z0)ϑ(t)dt.

Since ϑ � 0 is arbitrary, we obtain that the left hand side of (5.2) is smaller that its right hand 
side.

To obtain the reverse inequality, we use the same argument as in the uniqueness part to 
prove that the energy identity (5.2) holds where the lower limit 0 of integration is replaced by 
an arbitrary s ∈ (0, t). According to the weak continuity of solutions,

lim inf
s↓0

E (u(s), w(s), wt(s), z(s)) � E (u0, w0, v0, z0).

Passing to the limit inferior of the said energy identity yields the reverse inequality.� □ 

From the above energy identity, we obtain the continuity of weak solutions.

Corollary 5.3.  If d  =  2, then the weak solution constructed from the Faedo–Galerkin 
approximations satisfies (u, w, wt, z) ∈ C(0, T; X).

Proof.  We already know that u ∈ C(0, T; Hf ) and z ∈ C(0, T; L2((−r, 0)× Ωs)). Hence, it  
remains to establish the continuity of the structure displacement and velocity. De-
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note by Ew the component of the energy with respect to the elastic body, that is, 
Ew(t) = ‖wt(t)‖2

Ωs
+ as(w(t), w(t)). Consider the energy identity at times t and s 

for 0 � s � t � T  and subtract the two resulting equations. Doing so we obtain that 
|Ew(t)− Ew(s)| �

∫ t
s h(σ)dσ + o(t − s) as s → t  for some h ∈ L1(0, T). The absolutely 

continuity of the Lebesgue integral implies that for a given ε > 0 there is δ > 0 such that 
|Ew(t)− Ew(s)| < ε+ o(t − s) whenever |t − s| < δ. Note that

‖wt(t)− wt(s)‖2
Ωs

+ as(w(t)− w(s), w(t)− w(s))

= Ew(t) + Ew(s)− 2(wt(t), wt(s))Ωs − 2as(w(t), w(s)).
� (5.3)

According to weak continuity, we have (wt(t), wt(s))Ωs + as(w(t), w(s)) → Ew(t) as s → t . 
Applying this to (5.3), we obtain wt ∈ C(0, T; L2(Ωs)) and w ∈ C(0, T; H1(Ωs)).� □ 

6.  Strong solutions in two dimensions

The present section is devoted to establishing that the weak solution constructed in section 4 
is a strong one provided that the data are smooth enough and satisfy suitable compatibility 
conditions. We limit our study to the case of two dimensions. We consider the following 
assumption:

	(A)	� Suppose that (u0, w0, v0, z0) ∈ (Vf ∩ H2(Ωf ))× H2(Ωs)× H1(Ωs)× H1((−r, 0)× Ωs) 
satisfies u0|Γs = v0|Γs and z0|θ=0 = v0. Moreover, there exists p0 ∈ H1(Ωf ) such that the 
following compatibility condition holds

σ(w0) · ν =
∂u0

∂ν
− p0ν +

1
2
(u0 · ν)u0 on Γs.� (6.1)

The compatibility conditions u0|Γs = v0|Γs and (6.1) are adapted from [16] in the linear case 
without delay. A similar condition is given in [10] for the nonlinear case. The compatibility 
condition z0|θ=0 = v0 is a typical assumption for the regularity of solutions for delay differ
ential equations. This means that the trace of the initial history at θ = 0 must fit with the initial 
structure velocity.

In the proof we use symbolic calculus. Let A and B be pseudo-differential operators in Rd 
with symbols a and b having orders m and n, respectively. The symbol of the commutator 
[A, B] = AB − BA is given by the Poisson bracket

{a, b} :=
1
i

d∑
j=1

(
∂a
∂xj

∂b
∂ξj

− ∂a
∂ξj

∂b
∂xj

)

modulo a symbol with order m  +  n  −  2. Here ξ denotes the Fourier symbol corresponding to 
spatial variable x. Thus [A, B] is an operator of order m  +  n  −  1. For more details on pseudo-
differential operators and commutators, we refer the reader to [18, chapter 2].

For the proof of the regularity result, we follow the arguments presented in [10], with few 
modifications. We summarize the steps as follows:

	 1.	�Reformulate the Faedo–Galerkin approximations using the method in [16] applied to the 
linearized case.

	 2.	�Prove boundedness for the time derivatives of the state variables using the regularity and 
compatibility conditions of the initial data and history.

	 3.	�Establish preliminary regularity of the nonlinear terms (u · ∇u) and (u · ν)u.
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	 4.	�Show the existence of a pressure satisfying the fluid equation and the stress boundary 
condition on the interface.

	 5.	�Prove interior regularity of the structure displacement by localization away from the 
interface, and utilize commutator estimates and regularity theory for steady elasticity 
equations with homogeneous Dirichlet boundary conditions.

	 6.	�Prove interior regularity of the fluid velocity by using the strategy in step 5 twice, now 
appealing to regularity of the Stokes equations.

	 7.	�Localize the problem by considering a partition of unity subordinate to an open cover of 
the interface and apply Melrose–Sjöstrand coordinates to transform the equations on a 
half-space, for which the velocity in general is not divergence-free.

	 8.	�Establish additional regularity of the transformed state variables in the tangential direc-
tion by the energy method.

	 9.	�Invoke Sobolev embedding to show L2-regularity of the nonlinear convection term.
	10.	�Prove H2-regularity in space for the fluid velocity and H1-regularity in space for the pres

sure utilizing the equations governing the fluid.
	11.	�Prove H2-regularity in space for structure displacement by using the elasticity equa-

tion and regularity theory for elliptic problems with Dirichlet boundary conditions.

Step 1 is a technical strategy that has been considered in [16] in the linear case without delay. 
We would like to emphasize that this is introduced in order to derive strong a priori estimates 
with respect to the norms in Vf  and H1(Ωs) of the fluid and structure velocities, respectively.

Theorem 6.1.  Let d  =  2. Assume that hypothesis (A) is satisfied, and suppose that 
Gf ∈ L2(0, T; L2(Ωf )) ∩ H1(0, T; V ′

f ) with Gf (0) ∈ L2(Ωf ) and Gs ∈ H1((0, T)× Ωs). Then 
the weak solution of (1.1) and (1.2) satisfies the following regularity properties:

	(a)	�u ∈ L2(0, T; Vf ∩ H2(Ωf )), ut ∈ L∞(0, T; Hf ) ∩ L2(0, T; Vf )
	(b)	�w ∈ L2(0, T; H2(Ωs)), wt ∈ L∞(0, T; H1(Ωs)), wtt ∈ L∞(0, T; L2(Ωs))
	 (c)	�z ∈ C(0, T; H1((−r, 0)× Ωs)), zt ∈ C(0, T; L2((−r, 0)× Ωs)),

		  zξ ∈ H1((0, T)× Ωs) for every ξ ∈ [0, r].

Moreover, there exists p ∈ L2(0, T; H1(Ωf )) such that the strong form of the equations are 
satisfied almost everywhere.

Proof.  For simplicity of exposition, we shall assume that µ > 0 is large enough. This is 
not a restriction since one can proceed by a time-rescaling argument as in the proof of the 
existence part. The proof is divided into several steps. The first part is to consider a different 
formulation of the Galerkin approximations. Afterwards, we prove additional time-regularity 
and then spatial regularity following [10] along with Agmon–Douglis–Nirenberg type argu-
ments in [1].

	Step 1.	 Reformulation of Faedo–Galerkin approximations. Following [16], we reconsider 
the (non-rescaled) Faedo–Galerkin step using the approximate system

d
dt
(um(t),ϕ)Ωf + af (um(t),ϕ) + b(um(t), um(t),ϕ) +

d
dt
(vm(t),ψ)Ωs

+ as(Jvm(t),ψ) + (µvm(t) + µdzrd
m (t),ψ)Ωs +

∫ 0

−rc

µc(θ)(zm(t, θ),ψ)Ωs dθ

= (Gf (t),ϕ)Ωf + (Gs(t),ψ)Ωs − as(w0,ψ) + af (um(0)− u0,ϕ)
+ b(um(0)− u0, um(0),ϕ) + b(u0, um(0)− u0,ϕ)

� (6.2)
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for every (ϕ,ψ) in the linear span of {(ϕj,ψj)}m
j=1, together with the initial conditions 

um(0) = Πm(u0, v0)|Ωf , vm(0) = Πm(u0, v0)|Ωs and zm(0, θ) = Πm(u0, z0(θ))|Ωs =: zm0(θ), 
where Πm is the projection operator defined in (2.7).

Let us analyze the additional terms on the right hand side for this new type of approx
imations. First, we have the following estimates

|af (um(0)− u0,ϕ)| � ε‖ϕ‖2
Vf
+ Cε‖um(0)− u0‖2

Vf

� ε‖ϕ‖2
Vf
+ Cε‖(u0, v0)‖2

H1

|b(um(0)− u0, um(0),ϕ)| � C‖um(0)− u0‖Vf ‖um(0)‖Vf ‖ϕ‖Vf

� ε‖ϕ‖2
Vf
+ Cε‖(u0, v0)‖4

H1

|b(um(0), um(0)− u0,ϕ)| � ε‖ϕ‖2
Vf
+ Cε‖(u0, v0)‖4

H1
.

From these estimates, and using the same argument as in theorem 4.5, we obtain a weak 
solution to (1.1) and (1.2). By uniqueness, this is the same as the one constructed from theo-
rem 4.5.
	Step 2.	 Time regularity. In this step, we show that (ut, wt, wtt, zt) ∈ L∞(0, T; X) and 
ut ∈ L2(0, T; Vf ). According to z0|θ=0 = v0, we have the compatibility condition zm0(0) = αm0, 
and as a consequence hm ∈ C(0, T; H1(−r, 0)) ∩ C1(0, T; L2(−r, 0)), αm, fm ∈ H2(0, T) and 
hξ

m ∈ H1(0, T) for every ξ ∈ [0, r]. Taking the time-derivative of (6.2) and setting ϕ = ∂tum(t) 
and ψ = ∂tvm(t) yields

1
2

d
dt
{‖∂tum(t)‖2

Ωf
+ ‖∂tvm(t)‖2

Ωs
+ as(vm(t), vm(t))}+ af (∂tum(t), ∂tum(t))

+ (µ∂tvm(t) + µd∂tzrd
m (t), ∂tvm(t))Ωs +

∫ 0

−rc

µc(θ)(∂tzm(t, θ), ∂tvm(t))Ωs dθ

= (∂tGf (t), ∂tum(t))Ωf + (∂tGs(t), ∂tvm(t))Ωs − b(∂tum(t), um(t), ∂tum(t)).
� (6.3)

For the trilinear term, we apply corollary 4.4 to obtain

|b(∂tum(t), um(t), ∂tum(t))|

� ε‖∂tum(t)‖2
Vf
+ Cε‖∂tum(t)‖2

Ωf
‖um(t)‖2

Vf
(1 + ‖um(t)‖2/3

Ωf
).

� (6.4)

Let Ym(t) = E (∂tum(t), vm(t), ∂tvm(t), ∂tzm(t)). Using (6.4) in (6.3) and then applying 
Gronwall’s inequality, we have

Ym(t) � CYm(0) + C
∫ t

0
‖∂tGf (σ)‖2

V′
f
+ ‖∂tGs(σ)‖2

Ωs
ds

+ C
∫ t

0
‖∂tum(σ)‖2

Ωf
(1 + ‖um(σ)‖2

Vf
)(1 + ‖um(σ)‖2/3

Ωf
)ds.

�
(6.5)

From this estimate, we have the boundedness of Ym(t) once we have shown the boundedness 
of Ym(0). First note that ∂tzm(0) = ∂θzm0, and so ‖∂tzm(0)‖L2(−r,0;L2(Ωs)) � ‖z0‖L2(−r,0;H1(Ωs)). 
Also, |as(vm(0), vm(0))| � C‖(u0, v0)‖H1 by Korn’s inequality and the fact that the projec-
tions Πm for m ∈ N are uniformly bounded with respect to the norm in H1. Setting t  =  0 in the 
reformulated approximate system 6.2 in step 1, and taking (ϕ,ψ) = (∂tum(0), ∂tvm(0)) as the 
test functions, one obtains
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‖∂tum(0)‖2
Ωf

+ ‖∂tvm(0)‖2
Ωs

+ af (u0, ∂tum(0)) + b(u0, u0, ∂tum(0))

+ as(w0, ∂tvm(0)) + (µvm(0) + µdzrd
m (0), ∂tvm(0))Ωs

+

∫ 0

−rc

µc(θ)(zm(0, θ), ∂tvm(0))Ωs dθ = (Gf (0), ∂tum(0))Ωf + (Gs(0), ∂tvm(0))Ωs .

� (6.6)
Again, utilizing the uniform boundedness of Πm in H1, we have

|(Gf (0), ∂tum(0))Ωf | � ε‖∂tum(0)‖2
Ωf

+ Cε‖Gf (0)‖2
L2(Ωf )� (6.7)

|(Gs(0), ∂tvm(0))Ωs | � ε‖∂tvm(0)‖2
Ωs

+ Cε‖Gs‖2
H1(0,T;L2(Ωs))� (6.8)

|(µvm(0) + µdzrd
m (0), ∂tvm(0))Ωs |+

∫ 0

−rc

|µc(θ)(zm(0, θ), ∂tvm(0))Ωs |dθ

� ε‖∂tvm(0)‖2
Ωs

+ Cε{‖(u0, v0)‖2
H1

+ ‖z0‖2
H1((−r,0)×Ωs)

}.
�

(6.9)

Furthermore, the divergence theorem and condition (A) imply that

af (u0, ∂tum(0)) + b(u0, u0, ∂tum(0)) + as(w0, ∂tvm(0))

= −
∫

Ωf

∆u0 · ∂tum(0)dx −
∫

Ωs

divσ(w0) · ∂tvm(0) + w0 · ∂tvm(0)dx

+

∫

Ωf

(u0 · ∇)u0 · ∂tum(0)dx +
∫

Γs

(
σ(w0) · ν − ∂u0

∂ν
− 1

2
(u0 · ν)u0

)
· ∂tum(0)dx

� ε‖∂tum(0)‖2
Ωf

+ ε‖∂tvm(0)‖2
Ωs

+ Cε{‖u0‖2
H2(Ωs)

+ ‖w0‖2
H2(Ωs)

+ ‖p0‖2
H1(Ωs)

}.

�

(6.10)

Using (6.7)–(6.10) in (6.6), we see that Ym(0) is uniformly bounded with respect to m. As a 
consequence, (ut, wt, wtt, zt) ∈ L∞(0, T; X) from (6.5). In particular wt ∈ H1((0, T)× Ωs) and 
from the compatibility conditions we obtain the regularity properties of z stated in (c) accord-
ing to theorem 3.3. Moreover, we have ut ∈ L2(0, T; Vf ), hence u ∈ C(0, T; Vf ).
	Step 3.	 Preliminary regularity of nonlinear terms. For this part, we prove that 
(u · ∇)u ∈ L2(0, T; L

3
2 (Ωf )) and (u · ν)u ∈ L2(0, T; L2(Γs)). Take ϕ ∈ L2(0, T; H

1
2 (Γs)). 

Using trace theorem, Poincaré inequality and the embedding H
1
2 (Γs) ⊂ L4(Γs), we have

∫ T

0
〈(u(t) · ν)u(t),ϕ(t)〉dt �

∫ T

0
‖u(t)‖2

L4(Γs)
‖ϕ(s)‖L2(Γs)dt

� C
∫ T

0
‖u(t)‖2

Vf
‖ϕ(t)‖L2(Γs)dt � C

√
T‖u‖2

L∞(0,T;Vf )
‖ϕ‖L2(0,T;L2(Γs)).

This shows that (u · ν)u ∈ L2(0, T; L2(Γs)). Let φ ∈ L2(0, T; L3(Ωf )). In virtue of Hölder’s 
inequality and the embedding Vf ⊂ L6(Ωf ), we obtain

∫ T

0

∫

Ωf

(u(t) · ∇)u(t) · ϕ(t)dxdt �
∫ T

0
‖u(t)‖L6(Ωf )‖∇u(t)‖L2(Ωf )‖φ(t)‖L3(Ωf )dt

� C
∫ T

0
‖u(t)‖2

Vf
‖ϕ(t)‖L3(Ωf )dt � C

√
T‖u‖2

L∞(0,T;Vf )
‖φ‖L2(0,T;L3(Ωf )).

Thus (u · ∇)u ∈ L2(0, T; L
3
2 (Ωf )) by duality.
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	Step 4.	� Existence of pressure term. We prove that there is p ∈ L2(0, T; L2(Ωf )) with

div(∇u − pI) ∈ L2(0, T; L
3
2 (Ωf )),

(∇u − pI) · ν ∈ L2(0, T; H− 1
2 (Γs)).

Choosing ϕ ∈ H1(0, T; H1
0(Ωf ) ∩ Vf ) with ϕ|t=T = 0 and ψ = 0 in the weak formulation defi-

nition 4.1(e), we have
∫ T

0
(ut −∆u + (u · ∇)u − Gf ,ϕ)Ωf dt = 0.

By density, this holds for every ϕ ∈ L2(0, T; H1
0(Ωf ) ∩ Vf ). According to de Rham’s theorem, 

see for example [41, lemma 1.4.1, section IV.1.4], there exists π ∈ L2(0, T; L2(Ωf )) such that 
in the sense of distributions

ut −∆u + (u · ∇)u +∇π = Gf .� (6.11)

Since ut, (u · ∇u) ∈ L2(0, T; L
3
2 (Ωf )) we have div(∇u − πI) ∈ L2(0, T; L

3
2 (Ωf )) and therefore 

(∇u − pI) · ν ∈ L2(0, T; W− 2
3 , 3

2 (Γs)) according to [35, chapter 2, theorem 5.7]. Observe that 
p = π + π∗ still satisfies equation (6.11) for any π∗ ∈ L2(0, T). We shall pick a specific π∗ 
below.

By taking ϕ = 0 and ψ ∈ H1(0, T; H1
0(Ωs)) with ψ|t=T = 0 in the weak formulation, we 

see that

−divσ(w) = Gs − wtt − w − µwt − µdzrd −
∫ 0

rc

µczdθ

holds in the sense of distributions. Since the right hand side of the above equa-
tion  lies in L2(0, T; L2(Ωs)), we also have divσ(w) ∈ L2(0, T; L2(Ωs)). Thus 
σ(w) · ν ∈ L2(0, T; H− 1

2 (Γs)). From the embedding H− 1
2 (Γs) ⊂ W

2
3 ,3(Γs)

′ = W− 2
3 , 3

2 (Γs), it 
follows that we have σ(w) · ν ∈ L2(0, T; W− 2

3 , 3
2 (Γs)).

Let φ ∈ L2(0, T; W
2
3 ,3(Γs)). By trace theory there exists ψ ∈ L2(0, T; W1,3(Ωs)) such 

that ψ = φ on Γs. We decompose φ = (φ− κν) + κν , where κ = 1
|Γs|

∫
Γs
φ · νdx so that ∫

Γs
(φ− κν) · νdx = 0. Let (ϕ,�) ∈ L2(0, T; W1,3(Ωf ))× L2(0, T; L3(Ωf )/R) be the solu-

tion of the time-dependent Stokes problem



−∆ϕ+∇� = 0, in (0, T)× Ωf ,
divϕ = 0, in (0, T)× Ωf ,
u = 0, on (0, T)× Γf ,
u = φ− κν, on (0, T)× Γs.

Then we have (ϕ,ψ) ∈ L2(0, T; W1,3(Ωf )× W1,3(Ωs)). Let us choose the function 
π∗ ∈ L2(0, T) according to

π∗(t) =
1

|Γs|

〈
(∇u(t)− π(t)) · ν +

1
2
(u(t) · ν) · u(t)− σ(w(t)) · ν, ν

〉

W− 2
3 , 3

2 (Γs)×W
2
3 ,3(Γs)

.

Compare this with (2.4) in the linear static case. By taking (ϕ,ψ) as the test function in defini-
tion 4.1(e) and applying the generalized Green’s identities both in the fluid and solid domains 
we have, following computations in the proof of theorem 2.2,
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(∇u − pI) · ν +
1
2
(u · ν) · u − σ(w) · ν = 0 in L2(0, T; W− 2

3 , 3
2 (Γs)).

Since σ(w) · ν ∈ L2(0, T; H− 1
2 (Γs)) and (u · ν) · u ∈ L2(0, T; L2(Γs)), we have

(∇u − pI) · ν ∈ L2(0, T; H− 1
2 (Γs)).� (6.12)

Collecting what we have obtained so far, the following equations holds for almost every 
point in the space-time domain





ut −∆u + (u · ∇)u +∇p = Gf , in L2(0, T; L
3
2 (Ωf )),

div u = 0, in L2(0, T; L2(Ωf )),
u = 0, in L2(0, T; H

1
2 (Γf )),

u = wt, in L2(0, T; H
1
2 (Γs)),

wtt − divσ(w) + w + µwt + µdzrd +
∫ 0
−rc

µczdθ = Gs, in L2(0, T; L2(Ωs)),

σ(w) · ν = ∂u
∂ν − pν + 1

2 (u · ν)u, in L2(0, T; H− 1
2 (Γs)).

Step 5.	 Interior regularity of the solid component. Given δ > 0, we define 
Ωδ

s := {x ∈ Ωs : dist(x,Γs) > δ}. Suppose that χ1 ∈ C∞
0 (Ωs) is a cut-off function such that 

χ1 = 1 on Ωδ
s . Multiplying the elastic equation by this function, we have the elliptic boundary 

value problem
{
−divσ(χ1w) + (χ1w) = χ1F − [divσ,χ1]w, in (0, T)× Ωs,
χ1w = 0, on (0, T)× Γs

where

F = −wtt − w − µwt − µdzrd −
∫ 0

−rc

µczdθ + Gs ∈ L2(0, T; L2(Ωs)).

Note that the commutator [divσ,χ1] is of order 1 and since w ∈ L∞(0, T; H1(Ωs)), we have 
[divσ,χ1]w ∈ L∞(0, T; L2(Ωs)). Therefore χ1w ∈ L2(0, T; H2(Ωs)) by elliptic regularity, and 
so for every δ > 0 small enough there holds w ∈ L2(0, T; H2(Ωδ

s )).
	Step 6.	� Interior regularity of the fluid component. For each δ > 0, we define

Ωδ
f := {x ∈ Ωf : dist(x,Γs) > δ}.

Given δ > 0, let χ2 ∈ C∞
0 (Ω

δ/4
f ∪ Γf ) such that χ2 = 1 on Ωδ/2

f ∪ Γf . Multiplying χ2 to the 

fluid equation yields



−∆(χ2u) +∇(χ2p) = Rχ2 , in (0, T)× Ωf ,
div(χ2u) = ∇χ2 · u, in (0, T)× Ωf ,
χ2u = 0, in (0, T)× ∂Ωf

where

Rχ2 = χ2Gf − (χ2ut + [∆,χ2]u + χ2(u · ∇)u + [∇,χ2] p) ∈ L2(0, T; L
3
2 (Ωf ))

since the commutators [∆,χ2] and [∇,χ2] have orders 1 and 0, respectively.
Notice that we have the compatibility condition

∫

Ωf

∇χ2 · udx =

∫

∂Ωf

χ2u · νdx = 0.
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According to [42, proposition 2.2] we have χ2u ∈ L2(0, T; W2, 3
2 (Ωf )), so that in par

ticular there holds u ∈ L2(0, T; W2, 3
2 (Ω

δ/2
f )), where we also used the fact that 

ut ∈ L2(0, T; L
3
2 (Ωf )). By the Sobolev embedding, u ∈ L∞(0, T; Lq(Ωf )) for 2 � q < ∞. In a 

similar way, since W1, 3
2 (Ωf ) ⊂ L

9
4 (Ωf ), we see that ∇u ∈ L2(0, T; L

9
4 (Ω

δ/2
f )). From Hölder’s 

inequality

‖(u · ∇)u‖L2(0,T;L2(Ω
δ/2
f ))

� C‖u‖L∞(0,T;L18(Ω))‖∇u‖
L2(0,T;L

9
4 (Ω

δ/2
f ))

.

Thus (u · ∇)u ∈ L2(0, T; L2(Ω
δ/2
f )).

We repeat the above procedure, but now use a cut-off function χ3 ∈ C∞
0 (Ω

δ/2
f ∪ Γf ) 

such that χ3 = 1 on Ωδ
f ∪ Γf  instead of χ2. Then Rχ3 ∈ L2(0, T; L2(Ω

δ/2
f )) and hence 

χ3u ∈ L2(0, T; H2(Ωf )) and χ3p ∈ L2(0, T; H1(Ωf )). Thus, for each small enough δ > 0, we 
have u ∈ L2(0, T; H2(Ωδ

f )) and p ∈ L2(0, T; H1(Ωδ
f )).

Step 7.	 Transformation to a problem on a half-space. We adapt the proof in [10]. Consider 
the neighborhood

Γδ0
s = {x ∈ Ω : dist(x,Γs) < δ0}

of the interface where δ < δ0. Let {�j}N
j=1 be a partition of unity subordinate to an open cover 

{Bj}N
j=1 of Γδ0

s , that is, �j ∈ C∞
0 (Bj) for each j  and 

∑N
j=1 �j = 1 on Γδ0

s . For simplicity, we take 
Bj  to be an open disk centered at some point on Γs for each j .

Given a function f , we denote by f j  the product �jf . Multiplying the Navier–Stokes and 
Lamé’s equations by the cut-off function �j , we obtain the following equations in the sense 
of distributions



u j
t −∆u j +

∑N
i=1 (u

i · ∇)u j +∇p j = r j
1 in (0, T)× Ωf ,

div u j = r j
2, in (0, T)× Ωf ,

u j = 0, on (0, T)× Γf ,
u j = w j

t , on (0, T)× Γs,
w j

tt − divσ(w j) + w j = Gs + r j
3, in (0, T)× Ωs,

σ(w j) · ν = ∂u j

∂ν − p jν + 1
2

∑N
i=1 (u

i · ν)u j + r j
4, on (0, T)× Γs,

� (6.13)

where the terms on the right hand sides are given by

r j
1 = G j

f −
N∑

i=1

[∆, �j]ui +
N∑

i=1

[∇, �j] pi +
N∑

i,k=1

(ui ⊗ uk)∇�j

r j
2 =

N∑
i=1

∇�j · ui

r j
3 = G j

s −
N∑

i=1

[divσ, �j]wi − µw j
t − µd(z j)rd −

∫ 0

−rc

µc(θ)z j(θ)dθ

r j
4 =

N∑
i=1

[σ · ν, �j]wi −
N∑

i=1

[∂ν , �j]ui,

and with initial conditions u j(0) = u j
0, w j(0) = w j

0, w j
t (0) = w j

0 and initial history z j(0) = z j
0. 

Utilizing the Poisson bracket, observe that the commutators [∆, �j] and [divσ, �j] are differ
ential operators of order 1, while [∇, �j] is a zero order differential operator. Similarly, the 
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commutators [σ · ν, �j] and [∂ν , �j] are zero order boundary trace operators on Γs. Note that in 
fact, the sum appearing in the terms r j

l  for l = 1, 2, 3, 4 can be taken for all indices i such that 
the supports of �i  and �j  are nonempty.

We now transform problem (6.13) in such a way that locally the interface Γs 
is mapped to a flat boundary. Consider the Melrose–Sjöstrand transformations 

Ψ j
f : (Ωf ∪ Γs) ∩ Bj → [0, 1)× (−1, 1) and Ψ j

s : (Ωs ∪ Γs) ∩ Bj → (−1, 0]× (−1, 1) such 
that

Ω∗
f := Ψ j

f (Ωf ∩ Bj) = (0, 1)× (−1, 1),

Ω∗
s := Ψ j

f (Ωs ∩ Bj) = (−1, 0)× (−1, 1),

Γ∗
s := Ψ j

f (Γs ∩ Bj) = Ψ j
s(Γs ∩ Bj) = {0} × (−1, 1).

Let (x, y) denote the coordinates of the transformed domains. Under these change of 
coordinates, the Laplacian ∆ in Ωf  and the operator divσ  in Ωs are transformed into 

∆jf := ∂2
x + ρ j

f (x, y)∂2
y + R j

f (x, y, ∂y) and ∆js = ∂2
x + ρ j

s(x, y)∂2
y + R j

s(x, y, ∂y), respectively, 
for some non-vanishing smooth ρ j

f  and ρ j
s , and first order pseudo-differential operators R j

f  and 
R j

s . Likewise, the boundary operators ∂ν and σ · ν  are transformed into ∂x|x=0. On the other 
hand, the Dirichlet boundary conditions are invariant under the above transformations, see for 
instance [19].

Let us consider the transformed variables

ũ j = u j ◦ (Ψ j
f )

−1, p̃ j = p j ◦ (Ψ j
f )

−1, w̃ j = w j ◦ (Ψ j
s)

−1, z̃ j = u j ◦ (Ψ j
s)

−1

for each j = 1, . . . , N. We shall use the same notation for the source terms and initial data. 
Also, let ũ = (ũ1, . . . , ũN) and similar for the other state variables. By construction, ũ j and 
p̃ j vanish on regions in R2 where |y| � 1 or x � 1, while w̃ j and z̃ j  vanish on regions where 
|y| � 1 or x � −1. Retaining the principal part of the Laplacian on the left hand side, the sys-
tem (6.13) can now be rewritten in the following form



ũ j
t − div(A j

f ∇ũ j) +
∑N

i=1(A
j
f ũi · ∇)ũ j + A j

f ∇p̃ j

= G̃ j
f + �1(ũ,∇ũ, p̃, ũ ⊗ ũ), in (0, T)× Ω∗

f ,
div ũ j = �2(ũ), in (0, T)× Ω∗

f ,
ũ j = 0, on (0, T)× Γ∗

f ,

ũ j = w̃ j
t , on (0, T)× Γ∗

s ,
w̃ j

tt − div(A j
s∇w̃ j) + w̃ j

= G̃ j
s + �3

(
w̃t, w̃,∇w̃, z̃rd ,

∫ 0
−rc

µc(θ)z̃(θ)dθ
)

, in (0, T)× Ω∗
s ,

∂w̃ j

∂x = ∂ũ j

∂x − p̃ jex +
∑N

i=1
1
2 (ũ

i · ex)ũ j + �4(ũ, w̃), on (0, T)× Γ∗
s ,

� (6.14)

where A j
f = diag(1, ρ j

f ), A
j
s = diag(1, ρ j

s), ex  =  (1,0) and �k is a multilinear form with smooth 
coefficients for every k = 1, 2, 3, 4. We refer to the appendix in [8] for the transformed gradi-
ent and divergence operators in the M-S coordinates. Note that a priori we have

ũ ∈ L∞(0, T; H1(Ω∗
s )),

w̃ ∈ W1,∞(0, T; H1(Ω∗
s )) ∩ W2,∞(0, T; L2(Ω∗

s )),

p̃ ∈ L2(0, T; L2(Ω∗
f )),

z̃ ∈ L2(0, T; H1((−r, 0)× Ω∗
s )).
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In particular, ũ ⊗ ũ ∈ L∞(0, T; L2(Ω∗
f )) by the Sobolev embedding theorem.

Step 8.	 Tangential regularity of the transformed variables. The next step is to apply the tan-
gential derivative ∂y to (6.14). For this, we obtain the following equations for each j = 1, . . . , N 
in the distributional sense





∂yũ j
t − div(A j

f ∇∂yũ j) + A j
f ∇(∂yp̃ j)

= ∂yG̃ j
f −

∑N
i=1 {(∂y(A

j
f ũi) · ∇)ũ j + (A j

f ũi · ∇)∂yũ j}
+[A j

f ∇, ∂y]p̃ j − [div(A j
f ∇), ∂y]ũ j + ∂y�1(ũ,∇ũ, p̃, ũ ⊗ ũ), in (0, T)× Ω∗

f ,

div (A j
f ∂yũ j) = [div, A j

f ∂y]ũ j + A j
f ∂y�2(ũ), in (0, T)× Ω∗

f ,
∂yũ j = 0, on (0, T)× Γ∗

f ,

∂yũ j = ∂yw̃ j
t , on (0, T)× Γ∗

s ,
∂yw̃ j

tt − div(A j
s∇∂yw̃ j) = ∂yG̃ j

s − [div(A j
s∇), ∂y]w̃ j

+∂y�3

(
w̃t, w̃,∇w̃, z̃rd ,

∫ 0
−rc

µc(θ)z̃(θ)dθ
)

, in (0, T)× Ω∗
s ,

∂
∂x (∂yw̃ j) = ∂

∂x (∂yũ j)− ∂yp̃ jex

+ 1
2

∑N
i=1{(∂yũi · ex)ũ j + (ũi · ex)∂yũ j}+ ∂y�4(ũ, w̃), on (0, T)× Γ∗

s .

For each j = 1, . . . , N, define the energy of the transformed variables as follows

Ẽj(t) = {‖∂yũ j(t)‖2
Ω∗

f
+ ‖∂yw̃ j

t (t)‖2
Ω∗

s
+ ‖∂yw̃ j(t)‖2

Ω∗
s
+ (A j

s∇∂yw̃ j(t),∇∂yw̃ j(t))Ω∗
s
.

In the remaining parts of the proof, C will denote a generic positive constant that depends on 
the norms of ũ, w̃, z̃, p̃ that are known to be finite, and as well on the norms of the initial data, 
initial history and the source terms. A subscript for C will be used to denote dependence on 
other parameters. By a standard energy method, we obtain

Ẽj(t) +
∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds � CẼj(0) + C
4∑

k=1

∫ T

0
D̃jk(s)ds, j = 1, . . . , N,

for every t ∈ [0, T], where D̃jk are given as follows

D̃j1 = − (G̃ j
f + �1(ũ,∇ũ, p̃, ũ ⊗ ũ), ∂2

y ũ j)Ω∗
f
+ ([A j

f ∇, ∂y]p̃ j, ∂yũ j)Ω∗
f

− ([div(A j
f ∇), ∂y]ũ j, ∂yũ j)Ω∗

f
−

N∑
i=1

{b(∂y(A
j
f ũi), ũ j, ∂yũ j) + b(A j

f ũi, ∂yũ j, ∂yũ j)}

D̃j2 = (∂yp̃ j, [div, A j
f ∂y]ũ j + A j

f ∂y�2(ũ))Ω∗
f

D̃j3 =

(
∂yG̃ j

s + ∂y�3

(
w̃t, w̃,∇w̃, z̃rd ,

∫ 0

−rc

µc(θ)z̃(θ)dθ

)
, ∂yw̃ j

t

)

Ω∗
s

− ([div(A j
s∇), ∂y]w̃ j, ∂yw̃ j

t )Ω∗
s

D̃j4 = (∂y�4(ũ, w̃), ∂yũ j)Γ∗
s
.

Let us estimate the integral over [0, T] of each of the functions Djk. First, note that the com-

mutator [div(A j
f ∇), ∂y] is a second order tangential differential operator. Hence, integrating by 

parts in the direction of y , one obtains
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∫ T

0
|([div(A j

f ∇), ∂y]ũ j, ∂yũ j)Ω∗
f
|ds

� Cε

∫ T

0
‖ũ j‖2

H1(Ω∗
f )

ds + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.
� (6.15)

On the other hand, the principal part of the commutator [A j
f ∇, ∂y] is a first order tangential 

differential operator, hence we have
∫ T

0
|([A j

f ∇, ∂y]p̃ j, ∂yũ j)Ω∗
f
|ds

� Cε

∫ T

0
{‖p̃ j‖2

L2(Ω∗
f )

+ ‖∂yũ j‖2
L2(Ω∗

f )
}ds + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.
�

(6.16)

Now let us estimate the trilinear terms in D̃j1. Since ∂y(A
j
f ũ j) is no longer divergence free 

in Ω∗
f , we cannot apply lemma 4.3 directly. Nevertheless, by using Hölder’s inequality, the 

Sobolev embedding H
1
2 (Ω∗

f ) ⊂ L4(Ω∗
f ), interpolation and Young’s inequality, we obtain

∫ T

0
|(∂y(A

j
f ũi) · ∇)ũ j, ∂yũ j)Ω∗

f
|ds

�
∫ T

0
‖∂y(A

j
f ũi)‖L4(Ω∗

f )
‖∇ũ j‖L2(Ω∗

f )
‖∂yũ j‖L4(Ω∗

f )
ds

�
∫ T

0
‖∂y(A

j
f ũi)‖

H
1
2 (Ω∗

f )
‖ũ j‖H1(Ω∗

f )
‖∂yũ j‖

H
1
2 (Ω∗

f )
ds

� C‖ũ j‖L∞(0,T;H1(Ω∗
f ))

∫ T

0
{‖∂y(A

j
f ũi)‖2

H
1
2 (Ω∗

f )
+ ‖∂yũ j‖2

H
1
2 (Ω∗

f )
}ds

� C
∫ T

0
{‖∂y(A

j
f ũi)‖L2(Ω∗

f )
‖∂y(A

j
f ũi)‖H1(Ω∗

f )
+ ‖∂yũ j‖L2(Ω∗

f )
‖∂yũ j‖H1(Ω∗

f )
}ds

� Cε + ε

∫ T

0
‖∂yũi‖2

H1(Ω∗
f )

ds + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

�
(6.17)

Using lemma 3.4 in [9] along with the same process as above, we have the following estimate
∫ T

0
|((∂yũi · ex)ũ j, ∂yũ j)Γ∗

s
|dt

�
∫ T

0
‖∂yũi‖

H
1
2 (Ω∗

f )
‖ũ j‖

H
3
4 (Ω∗

f )
‖∂yũ j‖

H
3
4 (Ω∗

f )
ds

� C‖ũ j‖L∞(0,T;H1(Ω∗
f ))

∫ T

0
{‖∂yũi‖2

H
1
2 (Ω∗

f )
+ ‖∂yũ j‖2

H
3
4 (Ω∗

f )
}ds

� C
∫ T

0
{‖∂yũi‖L2(Ω∗

f )
‖∂yũi‖H1(Ω∗

f )
+ ‖∂yũ j‖1/2

L2(Ω∗
f )
‖∂yũ j‖3/2

H1(Ω∗
f )
}ds

� Cε + ε

∫ T

0
‖∂yũi‖2

H1(Ω∗
f )

ds + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

�

(6.18)

Thus, from (6.17) and (6.18), the first trilinear term in D̃j1 can be estimated as follows
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N∑
i=1

∫ T

0
|b(∂y(A

j
f ũi), ũ j, ∂yũ j)|ds

� Cε + 2Nε

∫ T

0
‖∂yũ‖2

H1(Ω∗
f )

ds + 2Nε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

� (6.19)

For the second trilinear term in D̃j1, we shall invoke the identity

b(A j
f ũi, ∂yũ j, ∂yũ j) =

1
2
(div(A j

f ũi), ∂yũ j ⊗ ∂yũ j)Ω∗
f
,

apply Hölder’s inequality and use Sobolev embedding

N∑
i=1

∫ T

0
|b(A j

f ũi, ∂yũ j, ∂yũ j)|ds

� C
N∑

i=1

∫ T

0
‖div(A j

f ũi)‖L2(Ω∗
f )
‖∂yũ j‖2

L4(Ω∗
f )

ds

� C
N∑

i=1

∫ T

0
‖ũi‖H1(Ω∗

f )
‖∂yũ j‖2

H
1
2 (Ω∗

f )
ds

� C
N∑

i=1

∫ T

0
‖ũi‖H1(Ω∗

f )
‖∂yũ j‖L2(Ω∗

f )
‖∂yũ j‖H1(Ω∗

f )
ds

� Cε + Nε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

� (6.20)

For the remaining term in D̃j1, observe that G̃ j
f , �1(ũ,∇ũ, p̃, ũ ⊗ ũ) ∈ L2(0, T; L2(Ω∗

f )), and 
therefore we have

∫ T

0
|(�1(ũ,∇ũ, p̃, ũ ⊗ ũ) + G̃ j

f , ∂2
y ũ j)Ω∗

f
|ds � Cε + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

� (6.21)
Combining the estimates (6.15), (6.16) and (6.19)–(6.21), we obtain

∫ T

0
D̃j1(s)ds � Cε + CNε

∫ T

0
‖∂yũ‖2

H1(Ω∗
f )

ds + CNε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

Notice that the principal part of the commutator [div, A j
f ∂y] is a first order differential opera-

tor in the tangential direction. Thus, integrating by parts in the direction of y  yields the fol-
lowing estimate for D̃2

∫ T

0
D̃j2(s)ds � Cε

∫ T

0
{‖p̃ j‖2

L2(Ω∗
f )

+ ‖∂yũ j‖2
L2(Ω∗

f )
}ds + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

Since w̃ ∈ W1,∞(0, T; H1(Ω∗
s )) and ∂yG̃ j

s , z̃rd ,
∫ 0
−rc

µs(θ)z̃(θ)dθ ∈ L2(0, T; L2(Ω∗
s )), one can 

bound the term D̃j3 as
∫ T

0
D̃j3(t)ds � C + C

∫ T

0
‖∂yw̃‖H1(Ω∗

s )
‖∂yw̃ j

t ‖L2(Ω∗
s )

ds

� Cε + ε‖∂yw̃‖2
L∞(0,T;H1(Ω∗

s ))
+ Cε,T‖w̃‖2

W1,∞(0,T;H1(Ω∗
s ))

.
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Finally by trace theorem, we can estimate the term D̃j4 as follows
∫ T

0
D̃j4(s)ds �

∫ T

0
‖∂y�4(ũ, w̃)‖

H− 1
2 (Γ∗

s )
‖∂yũ j‖

H
1
2 (Γ∗

s )
ds

� C
∫ T

0
{‖ũ‖

H
1
2 (Γ∗

s )
+ ‖w̃‖

H
1
2 (Γ∗

s )
}‖∂yũ j‖

H
1
2 (Γ∗

s )
ds

� Cε

∫ T

0
{‖ũ‖2

H1(Ω∗
s )

+ ‖w̃‖2
H1(Ω∗

s )
}ds + ε

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds.

In the second inequality, we used Plancherel’s identity to obtain

‖∂yũ‖2
H− 1

2 (Γ∗
s )

=

∫

R
(1 + |η|2)− 1

2 |η|2|(F ũ)(η)|2dη

�
∫

R
(1 + |η|2) 1

2 |(F ũ)(η)|2dη = ‖ũ‖2
H

1
2 (Γ∗

s )

where ũ is extended by zero for |y| � 1 and F ũ denotes the Fourier transform of ũ. A similar 
estimate involving w̃ can be derived.

Using the above bounds for D̃jk and invoking the known a priori regularities of the trans-
formed variables, we have

Ẽj(t) + (1 − CNε)

∫ T

0
‖∂yũ j‖2

H1(Ω∗
f )

ds

� Cε,T + CNε

∫ T

0
‖∂yũ‖2

H1(Ω∗
f )

ds + ε‖∂yw̃‖2
L∞(0,T;H1(Ω∗

s ))

for every t ∈ [0, T] and j = 1, . . . , N. Taking the sum over all indices j = 1, . . . , N and mak-
ing ε sufficiently small, we obtain that ∂yũ ∈ L∞(0, T; L2(Ω∗

f )) ∩ L2(0, T; H1(Ω∗
f )) and 

∂yw̃ ∈ L∞(0, T; H1(Ω∗
s )).

Step 9. Regularity of nonlinear advection term. In the transformed coordinates we have 
ũ ∈ L2(0, T; L2

x(R; H2
y (R)) ∩ H1

x (R; H1
y (R))), so that by the Sobolev embedding theorem and 

the fact that ũ has compact support we have ũ ∈ L2(0, T; L∞(R2)). In the original coordinates, 
this translates into u ∈ L2(0, T; L∞(Ωf )), and because ∇u ∈ C(0, T; L2(Ωf )), it follows that 
(u · ∇)u ∈ L2(0, T; L2(Ωf )) by Hölder’s inequality.
	Step 10.	 H2-regularity of the fluid velocity and H1-regularity of the pressure. We first estab-
lish the regularity in terms of the transformed variables. Indeed, by using divũ j = �2(ũ) we 
have ∂2

x ũ j = ∂x�2(ũ)− ∂2
xyũ j  and thus ∂2

x ũ j ∈ L2(0, T; L2(Ω∗
f )) for each j . Summing over 

all estimates obtained on each of the patches yields ũ ∈ L2(0, T; H2(Ω∗
f )). Finally, from 

the Navier–Stokes equation and the regularity of the nonlinear advection term given in the 
previous step, we have p̃ ∈ L2(0, T; H1(Ω∗

f )). Translating these to the original coordinates 
and combining this to the interior regularity from step 6, we obtain u ∈ L2(0, T; H2(Ωf )) and 
p ∈ L2(0, T; H1(Ωf )).
	Step 11.	 H2-regularity of solid component. Observe that ∂yw̃ j|Γs ∈ L2(0, T; H

1
2 (Γ∗

s )), and 
hence w̃ j|Γ∗

s
∈ L2(0, T; H

3
2 (Γ∗

s )). Applying elliptic regularity theory to the boundary value 
problem

{
−div(A j

s∇w̃ j) + w̃ j = −w̃ j
tt + G̃ j

s + �3

(
w̃t, w̃,∇w̃, z̃rd ,

∫ 0
−rc

µc(θ)z̃(θ)dθ
)

,

w̃ j|Γ∗
s
∈ L2(0, T; H

3
2 (Γ∗

s )),
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where the right hand side belongs to L2(0, T; L2(Ω∗
s )), yields w̃ j ∈ L2(0, T; H2(Ω∗

s )) for 
each j = 1, . . . , N. Combining this with the interior regularity in step 5, we conclude that 
w ∈ L2(0, T; H2(Ωs)). The proof of the theorem is now complete.� □ 

7.  Exponential stability in two dimensions

In this section, we prove exponential decay of the energy to solutions of (1.1) with Gf   =  0 and 
Gs  =  0 under the condition µ > |µd|+ ‖µc‖L1(−rc,0). This means that the frictional damping 
should dominate the strengths of the delays. Let

Vs = {g ∈ H1(Ωs) : (g, ν)Γs = 0}

and S : Vs → H1(Ωf ) be the Stokes map defined by Sg  =  u if and only if u is the weak solu-
tion of





−∆u +∇p = 0, in Ωf ,
div u = 0, in Ωf ,
u = 0, on Γf ,
u = g, on Γs.

The map S is linear and bounded thanks to the compatibility condition (g, ν)Γs = 0, see for 
instance [42, theorem 2.4].

Equilibrium pressure for the fluid is uniquely determined up to an additive constant. 
Different pressure corresponds to different equilibrium displacement of the elastic body 
and as a result (1.1) has a one-dimensional manifold of steady states. This has been already 
observed in the linearized case without delay in [4], see also [38] in the absence of transver-
sal forces. The space of steady states of the fluid-structure model without the source terms is 
{0} × span{w∗} × {0} × {0}, where w* is the weak solution of the elliptic boundary value 
problem {

−divσ(w∗) + w∗ = 0, in Ωs,
σ(w∗) · ν = ν, on Γs,

that is,

as(w∗,ψ) = (σ(w∗), ε(ψ))Ωs + (w∗,ψ)Ωs = (w∗, ν)Γs , for all ψ ∈ H1(Ωs).

We equip H1(Ωs) with the inner product as(·, ·), which is equivalent to the usual 
H1(Ωs) norm according to Korn’s inequality. We have the following orthogonal decompo-
sition H1(Ωs) = Vs ⊕ span{w∗}. Let ΠVs be the orthogonal projection of H1(Ωs) onto Vs. 
Decompose the initial displacement of the structure according to

w0 = ΠVs w0 + κ(w0)w∗, κ(w0) =
(w0, ν)Γs

(w∗, ν)Γs

.

By uniqueness, the weak solution of (1.1) and (1.2) can be likewise decomposed into

(u, w, wt, v) = (u,ΠVs w, wt, z) + (0,κ(w0)w∗, 0, 0).

In the following, we shall construct a Lyapunov functional equivalent to the energy of the 
system. We refer to [37] for a related Lyapunov functional for wave equations with internal 
distributed delay. Before we proceed, let us mention related results in the absence of the 
retarded terms. The exponential stability of solutions with boundary damping on the wave 
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equation has been shown in [27], with interior damping on the wave equation in [30] and a 
combination of boundary and interior damping in [31].

Theorem 7.1.  If µ > |µd|+ ‖µc‖L1(−rc,0) then the weak solution of (1.1) and (1.2) with 
Gf   =  0 and Gs  =  0 is exponentially stable, that is, there exist M(E (0)) � 1 and �(E (0)) > 0 
such that for every t � 0

‖u(t)‖Ωf + ‖w(t)− κ(w0)w∗‖Ωs + ‖wt(t)‖Ωs + ‖z(t)‖L2((−r,0)×Ωs) � M(E (0))e−�(E (0))t,

where E (0) = E (u0, v0, w0, z0).

Proof.  According to the above discussion, it is enough to consider initial data in 
Hf × Vs × L2(Ωs)× L2((−r, 0)× Ωs), so that w(t) ∈ Vs for each t � 0. Define ω = S(w|Γs) 
and

µ0(θ) =

∫ θ

−rc

|µc(s)|ds, θ ∈ [−rc, 0].

Note that µ0 � 0, µ′
0 = |µc| and ‖µ0‖L∞(−r,0) � ‖µc‖L1(−r,0). We consider the Lyapunov func-

tional

L (t) = Lu,w(t) + Lz(t) + α

∫

Ωs

wt(t) · w(t)dx + α

∫

Ωf

u(t) · ω(t)dx,

where Lu,w(t) and Lz(t) are the functionals given respectively by

Lu,w(t) =
1
2

∫

Ωf

|u(t)|2dx +
1
2

∫

Ωs

σ(w(t)) : ε(w(t)) + |w(t)|2 + |wt(t)|2dx

Lz(t) =
ε

2

∫ 0

−r

∫

Ωs

(β + ηθ)|z(t, θ)|2dxdθ +
1
2

∫ 0

−rd

∫

Ωs

(β + ηθ)|z(t, θ)|2dxdθ

+
1
2

∫ 0

−rc

∫

Ωs

µ0(θ)|z(t, θ)|2dxdθ,

and the positive constants α, β, ε, and η ∈ (0,β/r) are to be specified later. Observe that for 
sufficiently small α, β, ε and η, the Lyapunov functional L  and the energy functional E  are 
equivalent, that is, there exists a constant C = C(α,β, ε, η) > 0 such that

CE (t) � L (t) � (1/C)E (t), for every t � 0.� (7.1)

Here, we work with the approximate solutions from the proof of the existence theorem and 
pass to the limit later. For simplicity, we remove the indices. Alternatively, one may start with 
smooth and compatible initial data satisfying condition (A) to have smooth solution and apply 
the density of such initial data in X. First, by using the Cauchy–Schwarz inequality, we have 
the estimate

d
dt

Lu,w(t) � −
∫

Ωf

|∇u(t)|2dx −
(
µ− |µd|

2
− ‖µc‖L1

2

)∫

Ωs

|wt(t)|2dx

+
|µd|

2

∫

Ωs

|zrd(t)|2dx +
1
2

∫ 0

−rc

∫

Ωs

|µc(θ)||z(t, θ)|2dxdθ.
�

(7.2)

Moreover, for each ξ ∈ [0, r] we have
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1
2

d
dt

∫ 0

−ξ

∫

Ωs

(β + ηθ)|z(t, θ)|2dxdθ

=
β

2

∫

Ωs

|wt(t)|2dx − 1
2
(β − ηξ)

∫

Ωs

|zξ(t)|2dx − η

2

∫ 0

−ξ

∫

Ωs

|z(t, θ)|2dθdx.

� (7.3)

Furthermore, it holds that

1
2

d
dt

∫ 0

−rc

∫

Ωs

µ0(θ)|z(t, θ)|2dxdθ

�
‖µc‖L1

2

∫

Ωs

|wt(t)|2dx − 1
2

∫ 0

−rc

∫

Ωs

|µc(θ)||z(t, θ)|2dxdθ.
�

(7.4)

Choosing ξ = rd and ξ = r  in (7.3) and taking the sum with (7.2) and (7.4) yields

d
dt

[Lu,w(t) + Lz(t)] � −
∫

Ωf

|∇u(t)|2dx − K1

∫

Ωs

|wt(t)|2dx

− K2

∫

Ωs

|zrd(t)|2dx − K3

∫

Ωs

|zr(t)|2dx − η

∫ 0

−r

∫

Ωs

|z(t, θ)|2dθdx,
�

(7.5)

where

K1 = µ− |µd|
2

− β

2
− εβ

2
− ‖µc‖L1 , K2 =

1
2
(β − |µd| − ηrd), K3 =

ε

2
(β − ηr).

Take β = |µd|+ ε with a suitable ε > 0. Since µ > |µd|+ ‖µc‖L1 we can choose ε small 
enough and then η small enough so that K1  >  0, K2  >  0 and K3  >  0. In particular, by integrat-
ing (7.5) with respect to time and using (7.1), it holds that

sup
0�t<∞

(σ(w(t)) : ε(w(t)) + |w(t)|2) � CE (0).� (7.6)

With regards to the last two terms in the Lyapunov functional L , we have

d
dt

[∫

Ωs

wt(t) · w(t)dx +
∫

Ωf

u(t) · ω(t)dx

]

=

∫

Ωs

wtt(t) · w(t) + |wt(t)|2dx +
∫

Ωf

ut(t) · ω(t) + u(t) · Swt(t)|Γs dx

� −
∫

Ωf

{∇u(t) : ∇(ω(t))− u(t) · Swt(t)|Γs}dx − b(u(t), u(t),ω(t))

−
∫

Ωs

{σ(w(t)) : ε(w(t)) + |w(t)|2 + (µwt(t) + µdzrd(t)) · w(t)− |wt(t)|2}dx

−
∫ 0

−rc

∫

Ωs

µc(θ)z(t, θ) · w(t)dxdθ.

�

(7.7)
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Let us estimate each terms on the right hand side. Using the fact that u|Γs = wt|Γs, applying 
the Poincare inequality and the boundedness of the Stokes map S, we obtain

∣∣∣∣∣
∫

Ωf

u(t) · Swt(t)|Γs dx

∣∣∣∣∣ � C
∫

Ωf

|∇u(t)|2dx.� (7.8)

Using similar procedure along with Young’s inequality, we have
∣∣∣∣∣
∫

Ωf

u(t) · ω(t)dx

∣∣∣∣∣ �
1
4

∫

Ωs

(σ(w(t)) : ε(w(t)) + |w(t)|2)dx + C
∫

Ωf

|∇u(t)|2dx.

� (7.9)

Likewise, it holds that
∣∣∣∣∣
∫

Ωs

(µwt(t) + µdzrd(t)) · w(t)dx +
∫ 0

−rc

∫

Ωs

µc(θ)z(t, θ) · w(t)dxdθ

∣∣∣∣∣

�
1
4

∫

Ωs

|w(t)|2dx + C
∫

Ωs

|wt(t)|2 + |zrd(t)|2dx + C
∫ 0

−rc

∫

Ωs

|z(t, θ)|2dxdθ.

� (7.10)

For the trilinear term in (7.7), we apply lemma 4.3(i) and corollary 4.4 with ε = 1 to obtain

|b(u(t), u(t),ω(t))| � ‖u(t)‖2
Vf
+ C‖u(t)‖2

Ωf
‖ω(t)‖2

Vf
(1 + ‖ω(t)‖2/3

Ωf
).

By trace theory and continuity of S we have ‖ω(t)‖2
Vf

� C(σ(w(t)) : ε(w(t)) + |w(t)|2), and 
consequently from (7.6) we have

|b(u(t), u(t),ω(t))| � C(E (0))
∫

Ωf

|∇u(t)|2dx.� (7.11)

Using (7.8)–(7.11) in (7.7) and combining the result in (7.5), we obtain that

d
dt

L (t) � − (1 − αC(E (0)))
∫

Ωf

|∇u(t)|2dx − (K1 − αC)

∫

Ωs

|wt(t)|2dx

− 1
2

∫

Ωs

σ(w(t)) : ε(w(t)) + |w(t)|2dx − (K2 − αC)

∫

Ωs

|zrd(t)|2dx

−
(η

2
− αC

)∫ 0

−rc

∫

Ωs

|z(t, θ)|2dxdθ,

for some constant C  >  0 independent on α. Choosing α sufficiently small and then utilizing 
the equivalence of L  and E  yields the exponential stability of solutions with initial data in 
Hf × Vs × L2(Ωs)× L2(−r, 0; L2(Ωs)).� □ 
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Appendix

Given T  >  0 and a  <  b, we let QT = (0, T)× (a, b) and (t, θ) denote a typical point in QT. 
Define the operator L = ∂t − ∂θ and the consider the Hilbert space

W2
L(QT) = {u ∈ L2(QT) : Lu ∈ L2(QT)}

equipped with the graph norm

‖z‖W2
L(QT) = (‖z‖2

L2(QT)
+ ‖Lz‖2

L2(QT)
)

1
2 .

Using mollifiers, one can see that H1(QT) is dense in W2
L(QT), for example see [2]. From [15, 

proposition 18, section  12], the set of all linear combinations χA1 u1 + · · ·+ χAn un, where 
ui ∈ H1(QT) and χAi is the indicator function of a measurable subset Ai of Ω, is dense in 
L2(Ω; W2

L(QT)) endowed with the norm

‖z‖L2(Ω;W2
L(QT)) = (‖z‖2

L2(Ω;L2(QT))
+ ‖Lu‖2

L2(Ω;L2(QT))
)

1
2 .

By mollifying these functions, we see that C∞
0 (Ω)⊗ H1(QT) := span{φ⊗ u :

φ ∈ C∞
0 (Ω), u ∈ H1(QT)} is dense also in L2(Ω; W2

L(QT)).
Given z ∈ L2(Ω; W2

L(QT)), define γgz : L2(Ω; H
1
2 (∂QT)) according to

(γgz)(ϕ) = lim
n→∞

∫

Ω

∫

∂QT

χν(γ0zn) · φdsdx,

where zn ∈ C∞
0 (Ω)⊗ H1(QT), zn → z in L2(Ω; W2

L(QT)), γ0 : H1(QT) → H
1
2 (∂QT) 

is the trace operator and γ0(φ⊗ u) = φ⊗ γ0u for φ ∈ C∞
0 (Ω) and u ∈ H1(QT). Also, 

χν = χ{θ=b}∪{t=T} − χ{θ=a}∪{t=0} where χ is the indicator function. It can be easily seen 
that the above limit exists and is independent of the sequence chosen to approximate z. 
Furthermore, we have γgz ∈ L2(Ω; H− 1

2 (∂QT)) and

γg ∈ L(L2(Ω; W2
L(QT)); L2(Ω; H− 1

2 (∂QT))).

If z ∈ L2(Ω; H1(QT)) then γgz = χνγ0z.
We now localize the traces which is useful in the transport equation  (3.1). If Σ ⊂ ∂QT 

then the space V(Σ) of all functions in H
1
2 (∂QT) whose support is contained in Σ is dense 

in L2(Σ), see [43, theorem 13.6.10]. Denote by V(Σ) the closure of V(Σ) with respect to the 
norm of H

1
2 (∂QT).

Let Σ0 = {0} × (a, b), ΣT = {T} × (a, b), Σa = (0, T)× {a} and Σb = (0, T)× {b} and 
we denote by Σ to be either of these sets. Given u ∈ L2(Ω; W2

L(QT)), define

〈γΣz,ϕ〉L2(Ω;V(Σ)′)×L2(Ω;V(Σ)) = lim
n→∞

∫

Ω

〈γgz,χνϕn〉H− 1
2 (∂QT)×H

1
2 (∂QT)

dx

where ϕn ∈ L2(Ω;V(Σ)) and ϕn → ϕ in L2(Ω; V(Σ)). It can be easily checked that

γΣ ∈ L(L2(Ω; W2
L(QT)); L2(Ω; V(Σ)′)).

Let V2
L(QT) be the completion of H1(QT) with respect to the norm

‖z‖V2
L(QT) = (‖z‖2

W2
L(QT)

+ ‖γ0z‖2
L2(∂QT)

)
1
2 .

For every z ∈ L2(Ω; V2
L(QT)) it holds that γΣz ∈ L2(Ω; L2(Σ)). Indeed, suppose that 

zn ∈ L2(Ω; H1(QT)) and zn → z in L2(Ω; V2
L(QT)), and hence in L2(Ω; W2

L(QT)). Thus we have 
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γ0zn → γ0z in L2(Ω; L2(∂QT)) and γΣzn → γΣz in L2(Ω; V(Σ)′). From the continuity of the 
embedding L2(Σ) ⊂ V(Σ)′, it follows that γ0z|Σ = γΣz. In particular, γgz ∈ L2(Ω; L2(∂QT)) 
for every z ∈ L2(Ω; V2

L(QT)).
With these preliminaries, it follows by a density argument that the following integration 

by parts formula
∫

Ω

∫ T

0

∫ b

a
ϕ · L∗ψdθdtdx −

∫

Ω

∫ T

0

∫ b

a
Lϕ · ψdθdtdx =

∫

Ω

∫

∂QT

χνγgψ · γgϕdsdx

where L∗ = −∂t + ∂θ, holds for every ϕ,ψ ∈ L2(Ω; V2
L(QT)).
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