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OPTIMAL BOREL MEASURE CONTROLS FOR THE
TWO-DIMENSIONAL STATIONARY BOUSSINESQ SYSTEM

GILBERT PERALTA®

Abstract. We analyze an optimal control problem for the stationary two-dimensional Boussinesq
system with controls taken in the space of regular Borel measures. Such measure-valued controls are
known to produce sparse solutions. First-order and second-order necessary and sufficient optimality
conditions are established. Following an optimize-then-discretize strategy, the corresponding finite ele-
ment approximation will be solved by a semi-smooth Newton method initialized by a continuation
strategy. The controls are discretized by finite linear combinations of Dirac measures concentrated at
the nodes associated with the degrees of freedom for the mini-finite element.
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1. INTRODUCTION

Distributed controls offer advantages for optimal control problems of static and dynamic models with tracking
type cost functionals. The larger the control domains, the more effective we can reach or approximate the states
to a given desired target. As a result, distributed controls usually have large supports. For the past decade, there
have been a large consideration in analyzing measure-valued controls due to their sparsity. Despite of the very
abstract nature of measure spaces, the typical compactness arguments for reflexive Banach spaces in establishing
the existence of optimal solutions can be adapted. Moreover, such control problems can be numerically solved
efficiently using finite linear combinations of Dirac measures and the corresponding finite-dimensional system
can be computed by a semi-smooth Newton method [5, 6].

Recently, Casas and Kunisch [8] investigated Borel measure-valued controls for the 2D stationary Naiver—
Stokes equation and established first-order and second-order optimality conditions. In this paper, we will extend
the study to the Boussinesq system. Due to the coupling of the Navier—Stokes and convection-diffusion equa-
tions, the appropriate functional analytic set-up must be carefully developed. In some hydrodynamical models,
the variations of temperature may lead to a different fluid flow, which at the same time can affect the heat
propagation due to convection. Therefore the addition of thermal controls may be a useful strategy as well. For
a derivation of the Boussinesq system as an asymptotic limit of the complete Navier—Stokes system, we refer
the reader to [23].
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Newton algorithm.
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2 G. PERALTA

We consider the following optimal control problem

min J(u,0,p,9 11
(1,9) EM (ws) X M (we) ( . 9) .

subject to the 2D Boussinesq system with homogeneous Dirichlet boundary conditions

—vAu+ (u-V)u+VP=0g+ f;+ Xt in 8,

div u =0 in Q, 1)
—KkAG+ (u- V)0 = hg + X,V in Q, ’
u=0, 0#=0 on I,

where (2 is an open and bounded C?-domain in R? with boundary I'. In (1.2), u : Q — R%, P:Q — R and
0 : Q — R are the velocity field, pressure and temperature of the fluid. Also, v > 0 is the fluid viscosity and
k > 0 is the thermal conductivity. The control regions ws and w; are assumed to be relatively closed subsets
of Q. For controls acting only in the fluid equation one can take w; = ), while for controls acting only on the
convection-diffusion equation one may set wy = (). Furthermore, f; and hg are external sources in the fluid and
heat equations, while g is the gravitational force.

The cost functional J in (1.1) is of tracking-type given by

1 1
T 0) = 5 [ u=waldo 5 [ 10— 04 dn+ ol aacay + A9 as (1.3

with desired velocity and temperature uy and 64, respectively. The control parameters o and 3 are nonnegative,
with a4+ 8 > 0. We denote by M (w) the space of real and regular Borel measures on a relatively compact subset
w of 2, and by Riesz theorem it can be identified with the dual of

Cow)={peC(@):¢=00ndwnT}

equipped with the supremum norm ||¢[|c,w) = SUP,eq [@(2)]. The associated dual norm is

lellary = sup { / b Bllcue < 1} = (),

where |p| is the total variation measure of ;1 € M(w), see Chapter 6 of [25] for details. We equip M (w) :=
M(w) x M(w) with the norm

1 (eers )l a0y = Nl ar ey + N2l ar(w)s

which is the dual of Cp(w) := Cp(w) X Co(w) with the respect to the norm

[(#1, P2)llco(w) = max{||d1lcyw)s [P2llcow) }-

Due to their sparsity, regular Borel measure controls have been studied for stationary and instationary linear
partial differential equations in [5, 6, 9, 10, 18, 19] and for nonlinear partial differential equations in [7, 8]. The
current work follows the methodologies presented in [8], with appropriate adjustments due to the coupling with
the convection-diffusion equation. The well-posedness of (1.2) is one of the crucial parts in the analysis. For
this direction, we shall extend the results for the LP-theory of (1.2) with f; = 0 and hy = 0 in [17] and with
ha = 0 in [26], and without the measures on the right-hand sides. These can be extended to prove the existence
of solutions of the Boussinesq system for source terms in Sobolev spaces with negative index and appropriate
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integrability. With this at hand, the extension to source terms in measure spaces is immediate thanks to the
Sobolev embedding, and consequently, the existence of solutions to the above optimal control problem can
be deduced from usual sequential compactness arguments. For distributed optimal controls of the Boussinesq
equation in the stationary and instationary cases, see for instance [1, 4, 14, 15, 21, 22].

Let us mention some technical challenges in the analysis of the optimal control problem (1.1)—(1.3). First,
the existence of very weak solutions to the Boussinesq system with rough sources can be dealt by considering a
fixed velocity field on the convection terms and applying the contraction principle. Here, it is required that the
data is small enough and that the powers corresponding to the integrability of the state variables lie in suitable
intervals (see Lems. 2.7 and 2.8). The smallness of the data can be dropped by using perturbation, compactness
and density arguments (Lem. 2.9 and Thm. 2.10). Second, as in [8] we have to verify the existence of the
so-called regular points as a “constraint qualification” when the viscosity is large enough (Thm. 2.13). Finally,
for the proof of the second-order sufficient conditions for local optimality, in particular the estimation of the
convection terms appearing in the linearized state system, we need that the velocity field and the temperature
to be in WP (Q) and W, %(Q), respectively, with 3 <q<p <2 (see Sect. 4).

This paper will be organized as follows: In Section 2 the analysis of the state equation will be established using
classical fixed point arguments and the local differentiability of the control-to-state operator will be discussed.
The analysis of the optimal control problem will be the concern of Section 3, and second-order optimality
conditions will be presented in Section 4. A proposed numerical scheme based on the semi-smooth Newton
method and its implementation will be given in Section 5.

2. ANALYSIS OF THE STATE EQUATIONS

In this section, we prove the existence of solutions to the state equation (1.2). The usual notation for Sobolev
spaces will be adapted in this paper, see [2] for instance. From the continuous embedding W,4(Q) € Co(w)
for any 2 < g < oo, we likewise have the continuity of the embedding M (w) C W~1P(Q) for any 1 < p < 2
by duality. Thus, we first consider source terms that lie on the Sobolev spaces W ~1P(Q) for 1 < p < 2. Given
1 < p < 00, we denote by p’ the conjugate exponent of p, that is, 1/p+ 1/p’ = 1. The pairing between a Banach
space X and its dual X’ will be denoted by (f, ¢)x xx for f € X’ and ¢ € X. If the space X is clear in the
context, we shall simply denote this pairing by (f, ¢). For 1 < p < ¢ < oo we have W,4(Q) ¢ W, *(Q) and in
particular W—14(Q) ¢ W~1P(Q). The latter remark is also valid in the vector-valued case. Moreover, we let
LP(Q) = IM(Q) x LM(Q), WP(Q) = WHP(Q) x W2(Q), WiP(Q) = WP (@) x WP (@), HYQ) = WH(Q)
and VP(Q) = {u € W P(Q) : diva = 0 in Q}.

2.1. Preliminaries

Let us start with the definition of very weak solutions.

Definition 2.1. Assume that 2 < s < 0o and s’ < ¢ < co. Suppose that f € W_I’S/Q(Q), h € W—hse/(ste)(Q)
and g € L= (Q). A pair (u,0) € L*(Q) x L2() is called a very weak solution of

—vAu+diviu®u)+ VP =6g+ f inQ,
divu =0 mn €,

—kAO 4+ div(fu) = h in Q,

u=0, 06=0 on T,

(2.1)
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if the following variational equations are satisfied

/ w- (—vAp — (u-V)p)dz = / Og @d+ (f,@) YeeW> (QNV(Q),
Q Q
/ O(—kAY —w- Vi) do = (b)) Vb € W22 (Q) n e (Q),
Q

/ w-Védr =0 Ve W (Q).
Q

Let us verify that each integral terms in the above definition are well-defined. Indeed, from the Sobolev
embedding Wy? (Q) c L?¢/2-¢)(Q) and

Lyl 1,1y
J ] 200 s 2

we have fu - Vi) € L'(Q) by Holder’s inequality. A similar reasoning with g replaced by s yields that u- (u- V) €
LY (Q). Next, since 1/(s/2) =1—2/s=2/s' —1> (2 —s")/2s’ we have

w2 (@) Wyt (@) c Wi @) c wptrP (),
so that the duality pairing (f, ¢) makes sense. On the other hand, let n = so/(s + o) so that

1 1 1 2-¢
,,7/ Ql S 291

Hence, it holds that W2¢ (Q) N Wé"gl Q) C W(l)’QQ//(Q_‘/)(Q) C Wol’”/ (©), and as a consequence the pair-
ing (h, ) is also well-defined. Tt is easy to see that g - ¢ is integrable since WZ’SI(Q) C Wl’zs//@_s,)(Q) C
wWh2(Q) c LP(Q) for any 1 < p < co. Finally, the remaining terms can be checked to be well-defined as well.

To recover the pressure from the first equation in the very weak formulation (2.1), we invoke de Rham’s
theorem [12] to conclude the existence of P € W~1(Q) such that

—vAu +diviu @ u) + VP =g + f in W25(Q) (2.2)
in the sense of distributions. The third equation in (2.1) implies the incompressibility property
divae =0 in WH' (). (2.3)
Finally, from the second equation in (2.1), we have
—kAf + div(fu) = h in W22(Q). (2.4)
With regard to the boundary conditions, we recall standard results for the very weak solutions to the Stokes
and Poisson equations in [16] and the regularity of the corresponding generalized trace on the boundary. In

particular, this implies that the boundary conditions in (2.1) are satisfied in the sense of generalized traces
stipulated below.

Theorem 2.2 ([16], Thm. 5). Let 1 < ¢ < oo and

H={ueLQ) :divu € W (Q), —Au+ VP € (W7 (Q) n W7 (Q)) for some P € W~19(Q)}.
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Then there exists a unique trace operator v : H — W ™Y 9(T) such that

(yu,Onp) = / u-Apdr + (—Au+ VP, )
Q

for every @ € W29 (Q) N Wé’q/(Q) and

(yu, pN) = / u - Vodr + (divu, ¢)

Q

for every ¢ € Wl’q/(Q). Furthermore, there is a constant ¢ = cq.0 > 0 independent on w such that
HVUHW*U‘?»‘Z(F) < c{||ullLao) + ”diVUHWLq/(Q)’ +—Au+ VPH(qu’(g)mw},*q’(ﬂ))’}'

If u e WH(Q) and P € L9(Q), then yu coincides with the usual trace of u on T.
Theorem 2.3 ([16], Thm. 6). Let 1 < ¢ < oo and

H={0eLi(Q): A0 € (W27 (Q)n WL (Q)}.

Then there exists a unique trace operator vy : H — W~Y44(T) such that
(16.050) = [ 68vds -~ (80.0)
Q

for every ¢ € W24 (Q) N Wol’q/ (Q) and there exists a constant ¢ = cq.q > 0 such that
H'VQHW*I/M(F) < C{||9||L‘1(Q) + HAeH(Wz,q’(Q)mWOLq/(Q))/}'

If 0 € WH4(Q) then 0 coincides with the usual trace of 6 on T.

As usual, we drop the trace operator in the notation. For instance, § = 0 on I" precisely means that v = 0
in W=1/%4(Q) in the sense of the previous theorem. The following theorem justifies the notion of very weak
solutions presented above.

Theorem 2.4. If (u,0) € L*(Q) x L(Q)), with s and o as stated in Definition 2.1, is a very weak solution of
(2.1) then (2.2)(2.4) are satisfied for some P € W~1%(Q), and moreover, w = 0 in W~/**(I') and 6 = 0 in
W-1/eoT).

Proof. This is a direct consequence of the above discussions along with Theorem 2.2 and Theorem 2.3. O

We close this subsection by stating the existence and uniqueness of very weak solutions to the Stokes and
Poisson equations, whose proofs can be found in [16]. These will be useful when we decouple the fluid and
convection-diffusion equations in the fixed point arguments. We would like to point out that the definitions of
very weak solutions to (2.5) and (2.6) below are analogous to the formulation given in Definition 2.1.

Theorem 2.5 ([16], Thms. 4 and 7). Let q,7,s € (1,00) with s > 2q/(2+ q). Consider the Stokes problem

—VvAy+Vr=f inQ,
divy =0 n Q, (2.5)
y=0 onTl.
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If f € L"(Q) + W15(Q), then (2.5) has a unique very weak solution y € LY(Q) and there exists a constant
cs = cs(q,r,s,Q) >0 such that

cs
lyllLa) < 7||f| LT (Q)+W—12(Q)-

In addition, if f € W™19(Q) then the very weak solution satisfies y € V9(Q) and there exists cs = cs(q,Q) > 0
such that

Cs
HyHV‘?(Q) < 7||f||W—1,q(Q).

Theorem 2.6 ([16], Thm. 9). Let r,s € (1,00) be such that s > 2r/(2 + r) and consider the Poisson equation

(2.6)

—kAf0 =h in Q,
=0 onT.

If h € W=15(Q) then (2.6) has a unique very weak solution 0 € L"(Q)) and there is a constant cp = cp(r,s,2) >
0 such that
18l12-(@) < =Z hllw-veqe-
In addition, if h € W=7 (Q) then § € Wy (Q) and there exists cp = cp(r, Q) > 0 such that
18wy < “lBllw—s@)-
2.2. Well-posedness of the state equation

We begin with a lemma concerning the solutions of the convection-diffusion equation with a given velocity
field. For each § > 0, B, s denote the closed ball in L”(Q) centered at the origin having a radius ¢.

Lemma 2.7. Let 2 < s < 00 and s’ < ¢ < co. There exists §o = do(s,0,) > 0 such that for every h €
Wfl’QS/(HS)(Q) and w € By 5, the convection-diffusion equation

{ —KAby + div(fyu) = h in Q, (2.7)

0w =0 onT,

has a unique very weak solution 0,, € L2(QY). Furthermore, there exists a constant co = co(s, 0,2) > 0 such that
for every uw,v € By 5, we have

co
[0ullLeo) < ;HhHW—l,gs/(ﬁs)(Qy (2.8)

2
C
100 — OnlLe(0) < H—Z\\hIIWﬂ,gs/@ﬂ)(m\lu —[Ls(0)- (2.9)

Proof. We adapt the proof based on the contraction principle in Lemma 3 of [17]. Note that given § € L2(Q2) and
u € L*(Q) we have div(fu) € W—15¢/(s+0)(Q). From Theorem 2.6 and the fact that gs/(o + s) > 20/(0 + 2),



OPTIMAL BOREL MEASURE CONTROLS FOR THE TWO-DIMENSIONAL STATIONARY BOUSSINESQ SYSTEM 7

the Poisson problem

—kAG = h — div(fu) in Q,
=0 onT,

admits a unique very weak solution g e L2(Q) and by Holder’s inequality

IN

N cp .
101l Le () ?Hh - le(eu)HW—lveS/(eﬂ)(Q)

cp cp
< ?”hHW—LES/(g+S)(Q) + ?||U| L@ 10l Le(-

Let us define the map S : L2(€2) — L2(€2) by S(6) = 6. Then for u € B .5, we have the Lipschitz estimate

C
[S(61) = S(02)l|Leo) < ?P||u| Lo@ 101 — 02l Leq) < cpdollfr — Oal|Le)

for any 6,62 € L2(Q2). Choosing §y > 0 such that cpdy < 1/2, we can see that S is a contraction. Therefore the
boundary value problem (2.7) admits a unique very weak solution 6,, € L2(Q2) and moreover the estimate (2.8)
with ¢y = 2¢p follows from the choice of §y. With regards to the stability with respect to the velocity field we
have

cp
Heu - 9’0||LQ(Q) § ?Heuu - evv”W—LQS/(M—S)(Q)

cp cCp
< ?HUHLS(Q)Hou = OullLe(a) + ;Hu =L @) 10slLe ()
1 %
iHQu = Oul|Le(a) + ?Hh”W—lveS/(e-%-s)(Q)Hu —v|

IN

L (Q)

and after rearrangement this yields the second estimate (2.9). O
Next, we prove the existence of very weak solutions to (2.1) under a smallness condition on the data.

Lemma 2.8. Let 2 < s < 0o and ' < o < 0o. Assume that f € W™5%/2(Q), h € W—1=/(s+0(Q) and g €
L*> (). There exists 61 = 61(s, 0,) > 0 such that if

1 1
R||9||L°°(Q)||h||wflysa/<e+s>(ﬂ) + ;||f||W71,S/2(Q) < (2.10)

then (2.1) has a very weak solution (u,8) € L°(Q) x Le(Q)). Furthermore, there is a constant c; = c1(s,0,Q) >0
independent on u and 0 such that

C1
10l Leo) < ;”hHW*LQS/(ngS)(Q) (2.11)

C1 1
ks < (Sl @it + 1w ) (212)

Proof. Given u € By 45,, let 6, € L2(Q2) be the solution of (2.7). Let us consider the Stokes equation

—VvAyY, + VT =09+ f —div(u®u) in Q,
divy, =0 in Q, (2.13)
Yu = 0 on I
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Since s > 2 we have s/2 > 2s/(2 + s). Also, because f,g € L°(2) and f — div (u ® u) € W~1*/2(Q), it follows
from Theorem 2.5 that the system (2.13) has a unique very weak solution y, € L*(f2), and moreover, by
Lemma 2.7 and Holder’s inequality we have

cs
lyullze@) < = (10uglizeq) + llu ® ullgeraay + 1120 )
Cs (Co
< 2 (Dlgllzo o lAllw-r.0rcsor oy + Nelle o) + 1 lw—1er2)) - (2.14)

Therefore the map S5 : B, x5 — L°(Q2) given by S;5(u) = y,, is well-defined for every 0 < ¢ < g, where dp > 0
is the constant in Lemma 2.7.

Let us show that for some 0 < § < dp, S5 maps the ball B, s into itself. Indeed, one may take
0 < min(1, dy, m) and then choose 0 < §; < %/{252. If u € By ;5 then

185 (w)]

1 2
Lo(@) < csmax{co, 1} <V/£252 + 51> < % max{co, 1}k%6% < K6

according to (2.10) and (2.14). Hence, it holds that S5(Bs xs) C Bs, k5. Moreover, if we further reduce ¢ and &,
so that

c Svck
& <2m5+ ! 0) <1,
v K

then S5 is a contraction map. Indeed, for u,v € B; s we have

[|Ss(u) — Ss(v)|lLs ()

v K

cs

< " (||(U —v) @ ullpsr2) + V@ (U —0)|Lor2) + 119l L) |0 — 9v||Le(Q))
Ccs Ca

< - Ul + Iollze @) + Sllglle=@llhllw-1ercro@) ) llu = vlLe()
c Svc?

<= (255+ : 0) lu = v L)

Hence, by the Banach contraction principle, S5 has a unique fixed point, which corresponds to a very weak
solution of the system (2.1). The estimates (2.11) and (2.12) can be deduced from (2.8) and (2.14), reducing
0 > 0 if necessary. O

The second step is to establish the existence of weak solutions for a perturbed Boussinesq system.

Lemma 2.9. Suppose that 2 <y < o0, 2 < f < 00, g € L¥(Q), v € L"(Q), n € LP(Q), f € H '(Q) and
h € H1(Q) with dive = 0. There exists 53 = 82(v, 3,) > 0 such that if

1 1
E”n”Lﬁ(SZ) + ;HUHLW(Q) <0 (2.15)
then the boundary value problem

—vAu+diviuutuuvt+oveu)+Vr=60g+f inQ,
divu =0 in €,

—kA0 + div(fu + v +nu) = h in Q,

u=0, 06=0 on I,

(2.16)
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has at least one weak solution (u,0) € V(Q) x HA(R).

Proof. The proof is again based on a fixed point argument. Consider the map S : V2(Q) x H{(Q) — VZ(Q) x
H}(Q) defined by S(@,0) = (u,0), where u € V*(Q) is the weak solution of the linearized Stokes equation

—vAu+Vr=0g+ f—divuut+uuv+oveu) inQ,
divu =0 in Q, (2.17)

u=20 on T,

while 6§ € H}(Q) is the weak solution of the Poisson equation

{_me = h—div(fa + 6v +na) i Q, (2.18)

0=0 onI'.

Observe that the right-hand sides of the above equations belong to H*(Q) and H~'(Q), respectively, hence
existence and uniqueness of weak solutions are guaranteed according to classical elliptic theory.

Let us show that S is compact. Suppose that (i,,8,) is a bounded sequence in V*(Q) x H}(Q) so that up
to a subsequence, which we do not relabel for simplicity, we have @, — @ in V?(Q) and 6, — 6 in H}(Q).
By the compactness of the embedding V2(Q) x HE () C [L% () N LY (Q)] x L7 (), where 1/y+1/7* = 1/2
and 1/ +1/8* = 1/2, we can further extract a subsequence in such a way that @, — @ in L” (Q) N L7 (Q)
and 0, — 0 in L7 (Q). Let S(tn,0,) = (un,0,) and S(@,d) = (u,d). According to the standard a priori error
estimate for the Poisson equation we have

C i = A _ A ~ _
165 — HHH(%(Q) < E(Hen“n + 0pv + nu, — 0w — Gv — | L2(g))

= g(llén(ﬂn =) + (0n — O)v + (@ — @) + (0 — 0)2] 12(0))

C n — — Y n —
< Al @) + InllLs@)ltn = allge @) + 100 = bl @) (Iellv2 @) + [[vllLr @)}

=

where we used the continuity of the embedding V*(Q) € LY(Q2) and H{(Q) € L?(R) in the last step. Therefore,
we have the strong convergence 6, — 6 in H}(Q). Similarly, since @, — @ in L ()N LY (Q) and

C
|un — ullyz) < ;||9||L°°(Q)||9n — 0|20

c _ _ _ _ _ _
+ o (l8allva) +llalve@)ltn = allLs @) + 20l @ l[8n = 8l @

we have u,, — u in V?(Q). Therefore S is a compact operator

The next step is to show that set of all possible fixed points of .S for 0 < o < 1 is uniformly bounded.
Suppose that (%, 0s) = aS(ta,0s) and (@,60) = S(uq,0,). Therefore, (@,0) € V(Q) x HA(Q) satisfies the
following system

—vAu+Vi=0g+f—adivie(a®@a)+a@v+vea) inQ,
diva = 0 in Q,
—kA0 = h — adiv(afa + v + ni) in §,

=0, 6=0 onT,

(2.19)
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since a(@, ) = (Uq, 0,). Using the test function 6 on the third equation in (2.19) along with dive = diva = 0
we have

Illw—r2@) + allallv@lnllLs @) (2.20)

~ c
||9HH3(Q) < -

On the other hand, applying the test function @ to the first equation in (2.19) and then using (2.20) yield

_ c - R
||u||V2(Q) < ;(Hf”w—h?(sz) + HQHLOO(Q)||9HH3(Q) + a||u||V2(Q)||U||Lw(Q))
C C ~
s [||f||wfl’2(n) + Ellg”Lw(Q) (1Bllw =120 + ell@llv2@)llnll s )
+ allllyzovllz)| (2.21)

Therefore, choosing 2 > 0 small enough, and recalling that (u,,0,) = a(a, é) and 0 < a < 1, we obtain from
(2.20) and (2.21) that

c 1
[wallvei) + 10allmi@) < > <||f||W1~2(Q) + K”Q”L“(Q)h”le’-’(Q)> .

By the Leray—Schauder Theorem, S has a fixed point which corresponds to a weak solution of the perturbed
Boussinesq equation (2.16). O

Now we are in a position to prove the existence of very weak solutions without the smallness condition on
the data. If on the other hand this smallness condition is reinforced, we also have the uniqueness and stability
of the very weak solution. We only restrict to the case where 2 < p < 0o, for which more regularity of the very
weak solution is available.

Theorem 2.10. Let 2 < 5 < 0o and 2 < g < co. Assume that f € W1/2(Q), h € W—12/(+0(Q) and
g € L>=(Q). Then (2.1) has a very weak solution (u,8) € L°(Q) x Le(Q). Moreover, there exists P such that
the triple

(u, P,6) € VT(Q) x (L7(Q)/R) x Wy “+o(q),

where T = min(p, s/2), is a solution of the following variational system

/{VVu Vo —(u-V)p-u}de — / Pdivedz = / Og - pdx+ (f,¢) Vee Wé’T/(Q),
Q ) Q
/{nve VY — 0w Vot de = (b)) Vap € W@/ o) )
Q

/ pdivudz =0 Vo L™ (Q)/R.
Q
Proof. The proof is based on a density argument and an appropriate splitting of the system. First, we note

that s’ < 2 < . For each € > 0, let f. € H *(Q) and h. € H=(Q) be such that ||f. — Fllw-1.52(0) < € and
[he = hllw-1.50/¢s+0) () < €. We decompose the problem as the sum of a solution to the following boundary value



OPTIMAL BOREL MEASURE CONTROLS FOR THE TWO-DIMENSIONAL STATIONARY BOUSSINESQ SYSTEM 11

problem with small data

—vAuy. +div(u @ ui) + VP =01.g+ fF— f. inQ,

div w1, =0 in Q,
—kAb1e + div(01.ure) = h — he in ©,
U1 = 07 915 == O on F,

and a solution of the perturbed Boussinesq system

7VA’U’2€ + diV('UQs X U2e + U2e X UL + U1 B u26) + VP = 6269 + fs in Q,

div U2 = 0 in Q,
—kAbOy. + diV(eggug6 + Oscuqe + 915’U,QE) = h, n Q,
Uze =0, Goe =0 onT.

Choose & > 0 small enough so that (.- ||g|lz=(q) + %) < d2, where 6, > 0 is the constant in the statement
of Lemma 2.9. Then we have a very weak solution (uic,601:) € L*(Q) x L2(f2) according to Lemma 2.8. On
the other hand, Lemma 2.9 guarantees the existence of a weak solution (ua., ) € V(Q) x H}(Q) to the
above perturbed Boussinesq system. By direct calculation, one can see that the sum (u,0) = (u1c + uae, 01 +
62:) € L*(Q) x Le(Q) € L*(Q) x L*¢/(5+2)(Q) is a very weak solution of the system (2.1). The regularity of
the very weak solution follows from Theorem 2.5 and Theorem 2.6 since g + f — div(u ® u) € W 17(Q)
and h — div(fu) € W—15¢/(s+0)(Q), while the existence of a pressure P € L7(Q)/R follows from de Rham’s
theorem. O

The following result is concerned with the regularity of (very) weak solutions with a restriction to the
integrability exponents. As pointed out in [8] for the case of the stationary Navier—Stokes equation, the crucial
part for the existence of optimal controls is the linearity of the L*-norm of w appearing on the right-hand side.

Theorem 2.11. Let 4/3 < p < 2 and 2p/(p +1) < q < 2. Assume that f € W™ HP(Q), h € W=19(Q) and
g € L*=(Q). Then the very weak solution of (2.1) constructed in Theorem 2.10 satisfies (u, P,0) € VP(Q) x
(LP(Q)/R) x WyU(Q) and the variational equations

/{VVu-V<p+(u~V)u~<p}dx—/Pdivcpdm:/Gg-cpdac+(f,<p> VQOGW(l)’pI(Q),
Q Q Q

/ (kY0 Vi + (w- V)0 dx = (h ) Vo € W (),

Q

/ pdivuds =0 V¢ e L (Q)/R,
Q

hold. Moreover, if 4/3 < q < 2 then any weak solution satisfies

lullvoay + 1Pl ooz + [Bllwa)
< c(1+llglle=@) (X + | fllw-10) + Rllw-1.a) (1 + [u]lL1(q)) (2.22)
for some constant c = cp 4,150 > 0 monotonically decreasing in v and k.

Proof. Let us take s = 2p and p = 2pq/(2p — q) so that sp/(s+ ) = g. Then the assumptions on the exponents
p and ¢ imply that 8/3 < s < 4 and ¢ > 2. Therefore, from Theorem 2.10 with 7 = min{p, s/2} = p, there exists
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a weak solution to (2.1) that satisfies
(u, P,0) € VP(Q) x (LP(Q)/R) x Wy4(9Q).

Now, we demonstrate the estimate (2.22). Note that the assumption on p implies that 8/7 < 2p/(p+1) < 4/3.
Let ¢ € Wy*(2) be the solution of

—kAp=nh in Q,
=0 onl,
which satisfies the a priori estimate
cp
lellwpaq) < ?Hh”W*L‘I(Q) (2.23)
according to Theorem 2.6. Similarly, let (¢, p) € VP(Q) x LP(Q)/R be the solution of

—VvA¢p+Vp=pg+ f inQ,
divgp =0 in €,
=0 on I,

so that by Theorem 2.5, we have the a priori estimate
Cs 1
lollve) + llelliLeyr < ~ [ Fllw 100y + E||Q||Loc(9)||h||w—1vq(9) ; (2.24)

where we used the embedding W, 4(Q) C L(Q) ¢ W~1?(Q) along with the estimate (2.23).
Let (v,@w,n) = (u— ¢, P — p,0 — ¢). The triple (v,w,n) is the weak solution of

—vAv 4+ Vw =ng —diviu @ u) in Q,

—/@:An = —div(fu) %n Q, (2.25)
dive =0 in Q,
v=0, n=0 on I

Since g — div(u ® u) € W 12(Q) and div(fu) € W—12(Q) it follows that (v, w,n) € V(Q) x (L*(Q)/R) x
H}(). From u = v + ¢ and the properties of the trilinear form

(div(u @ u), v) :—/Q(u-V)'u-udx: —/(u~V)v~¢dx

Q
so that by Holder’s inequality and the embedding V?(Q) ¢ V*(Q) ¢ L*(Q) we have
[(div(u @ u),v)| < cllulLiq)llvilveg)ll@llve -

Using the test function v in (2.25) yields

(||u||L4(Q)||¢HVT’(Q) + ||QHL°°(Q)||77||H3(Q))- (2.26)

C
< —
||U||V2(Q) =7
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Similarly, from the equation 6 = 1 + ¢, one has

(iv(u).n) = - |

Q(u -V)nhdx = —/Q(u -V)npdz

and from the convection-diffusion equation in (2.25) and (2.23), we obtain the estimate
c c
Il a3 0) < ~llullea@llelwia@) < 5 lullps@llhllw-ra@)- (2.27)

Combining the estimates for v and 7 in (2.26) and (2.27), we get

c C
[ollvae) + Inll o) < Slullza¢lve@ + (Slghe=@ +1) Inll s
c 1
< % (Iflhw-1o0 + Hlglle=eylIblw-soca ) Tullzogo
c c
+ 5 (Slgleee) + 1) lulzaa blw-1.a)-

Applying the triangle inequality along with the continuous embedding V() x HE(Q) € VP(Q) x W;4(Q) and
inequalities (2.23) and (2.25), we obtain the desired estimate (2.22). Furthermore, the a priori estimate for the
pressure follows from de Rham’s theorem. O

In particular, for measure-valued source terms, the above theorem yields the following.

Corollary 2.12. Suppose that p,q € [4/3,2). Let f, € W 1P(Q), hy € W=19(Q) and g € L>(Q). Then for
every w € M(wg) and 9 € M(wy), the system (1.2) has a weak solution (u, P,0) € VP(Q) x (LP(2)/R) x Wy ()
and we have

lwllve) + 1Pl Le )z + 10lly10q)
< (1 + el vror) + 191arn) (A + llulLa @)

where ¢ = c(p, q,v, K, Q, |9l L= (@), | Fallw -1 |hallw-1.00)) > 0 is monotonically decreasing in v and k.

For the remaining part of the paper, we shall assume that p,q € (4/3,2), ug € L*(Q), 6, € L*(Q), f, €
WHP(Q) and hy € W—19(9) are fixed.

2.3. Local differentiability at regular points

The possible non-uniqueness of weak solutions to (1.2) makes the analysis of the optimal control problem
very difficult to handle. However, for weak solutions that induce unique solutions to the associated linearized
state equation, the analysis can be carried out as presented in [8]. Following their approach, we shall refer to a
triple (u, P,#) € VP(2) x (LP(Q)/R) x W,%(Q) that corresponds to a weak solution of (1.2) for a given control
(p1,9) € M (we) X M(wt) a regular point if the linear operator

A, poy : V(Q) x (L*(Q)/R) x Hi(Q) = H Q) x H ()
defined by

_VAU+ uv v+ 'Uvu—l—Vw—
A(u,P,o)(v,wm)=< (u-V)v+(v-V) ng)

kAN + (v-V)0 + (u-V)n
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is an isomorphism. If the point (u, P,#) is clear in the context, we shall use the notation A in place of A, pg)-
This regularity assumption is guaranteed as long as the kinematic viscosity is sufficiently large enough as shown
in the following theorem. To facilitate the proof, let us denote by (ug, Py, 60) a solution corresponding to the
null control (u,9¥) = (0,0). Observe that (ug, Po,00,0,0) is a feasible point of the optimal control problem
(1.1)—(1.3).

Theorem 2.13. There exists vy > 0 such that if v > vy and J(u, 8, pu, ) < J(ug,b,0,0) then (u,P,0) €
VP(Q) x (LP(Q)/R) x WyU(Q) is a regular point.

Proof. Let jo = J(ug,0p,0,0). From the assumption J(u, 0, u,d) < J(ug, bp,0,0) we have
20‘||M|‘M(wf) + 2ﬂ||19“M(wt) < luo — Ud”izm) + 160 — ‘9d||2L2(Q)-
Fix v1 > 0. It follows from Corollary 2.12 that there is a constant ¢ > 0 such that for all v > v we have

ullve@) + 10llyrr ) < e+ llulza)
<ca(l+ [lu—wudllg2) + l|wdllzz@) < ca(l+ Vo + [uallz ()

In particular, (u,6) is uniformly bounded in L*(Q) x L*(Q) for v > vy thanks to the continuous embedding
VP(Q) x Wy P(Q) € L*(Q) x L*(Q). Let ¢; > 0 be such that lullLio) < c1and [|0]|pa0) < ¢ for v > vy,

We show that A : VZ(Q) x (L?(Q)/R) x H}(Q) — H () x H~1() is an isomorphism for sufficiently large
v. To see this, it is enough to establish the coercivity of the bilinear form associated with the operator A. For
each (v,m) € V(2) x H}(Q), we have

/[V|Vv|2 +(v-Vu-v+(u-Vv-v—ng-v+ sV + (v-V)in+ (u- V) de
Q

- / WIVo — (0- VYo - u—ng - v+ [Vn - (v- V)n] de.
Q

Denote by ca, c3 and ¢4 the norms of the continuous embeddings V(Q) ¢ L*(Q), V(Q) ¢ L*(Q) and H(Q) C
L?(Q), respectively. By Hélder and Young inequalities, we obtain

—/Q(’U V)v-ude > — vl Vol lullpie) > — el Vollig)

*/9779 ‘v > =[nllzz@)llgllL=@llvliLz) = — cscallgllLe @) VallLz @) IVl L2 ()2

(c3ca)? ||g||%oo(9

K )
>~ 2Vl - 17013 e

—/(” Vnbdz = —[Jvl[gs@)IVallz@)ll0llLae) = — crc2l| Vol L2 )2 Vil L2 )

(c1c2)?

K 2 2
> - ZHVUHL?(Q) - THVUHLZ’(Q)Q'

Setting vy 1= cico + m_1(0304)2||g||2Loo(Q) + k71 (c1e2)? leads to the estimate

K
[ V0P = (0 V)0 u—ng v+ wIVoP = (- Viblds > (v =) V0l e + 5 1900
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Thus, if v > vy := max{vy, v2} then the bilinear form corresponding to A is coercive. Applying the Lax—Milgram
Lemma and invoking de Rham’s Theorem for the associated pressure, we see that A is indeed an isomorphism.
Therefore, (u, P, ) is a regular point. O

For regular points (u, P, 0), we claim that the corresponding map A can be extended to an isomorphism from
VP(Q) x (LP(Q)/R) x Wy () onto W1P(Q) x W~1P(Q). To show this, let us consider the dual operator

A* = Al pg  VA(Q) x (LP(Q)/R) x Hj(Q) — H™'(Q2) x HH(Q)

given by
—vAp — (u-V)p+ (Vu)lo + Vr — GVC)
A (p,m, () = . 2.28
= (e e (228)
A simple application of Green’s identity and divergence theorem yields the following
(A(v,@,m), (p,Q)) = (A" (p,7,¢), (v,n)) (2.29)

for every (v,w@,7), (@, 7, ¢) € VZ(Q) x (L*(Q)/R) x HA(Q). Indeed, using the anti-symmetry of the trilinear
forms associated with the convection terms with respect to the second and third components, we obtain
(A(v,@,m), (¢,())

:/{va-Vgo—i—(u-V)v-cp+('v-V)u-go}dx— wdivpdx
Q Q

~ [ ng-pdot [ (RVCTnt (w Vg + (0 V)EC)da
Q Q
:/{Vch-Vv—(u-V)go-'zH—(Vu)Tga-v—QVQ-v}dx

Q

- / 7rdivvdx+/{nVC -Vn—(u-V)(n— (g p)n}ds
Q Q
= (A"(p,m, (), (v, 7).

The aforementioned claim on A will be established by a duality argument. In this direction, we shall prove two
auxiliary lemmas.

Lemma 2.14. If (u, P,6) € VP(Q) x (LP(Q)/R) x WyU(Q) is a regular point then A* : V() x (L*(Q)/R) x
HY(Q) — H Q) x H1(Q) defined by (2.28) is an isomorphism.

Proof. Take an arbitrary (f,h) € H '(Q) x H~'(Q). Due to the fact that A = A(u,p) is an isomorphism,
there is (v, @, n) € VZ(Q) x (L2(Q)/R) x HL(Q) such that A(v,w,n) = (f,h), and from (2.29) it holds that

[((fh), (o, O] = (A" (@, 7, ), (v,m))]
< |[[A% (e, m, Ol -1 @) x -1 @) | (s M| F1 () x 2 (20)
<A (e, ™ Ol @) x -1 @) I (F> ) -1 ) x -1 (02)-

By duality, the above inequality implies that

(e, Ollzz )< a2 @) < CIA (@, m Olla-1(@)x 5-1(02)- (2.30)
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It remains to estimate the norm of the adjoint pressure w. Let 9 € H (1)(9) From the continuous embeddings
H(Q) C L (Q) € L*(Q), we obtain the following estimates
OV, ) < [10llLa o) V<2 @1l zao) < cllfllwao ST ag o Il
[((w- V), )| < lullps@)IVellz @2 1Y) < clullve@llelmyoll¥la@
()T 0, )] < IV ull o216 g o 190 vy < Nl 1@l ey 1461 a3 -

Similarly, for ¢ € HE(Q) € L29'(Q) ¢ L*(€2) we deduce that

g - . 0)| < cllgll=()llellm@loln @)
((w- V)¢ )| < cllullve@llClaz @ ol m @)

From these inequalities we immediately obtain that

HVWHH*(Q) < ”A*(Soaﬂ'vC)HH*l(Q)xH—l(Q)
+ e+ llullve@) + 10lwraq) + lglle=@) el zy@ + 1Cm @)

and hence for some constant ¢ > 0 independent on ¢, 7 and ¢, we have from (2.30) that

lellve + Imllrzm + 11CTa @) < A" (@ m Ol z-1(@)xH-1(0)-

In particular, this implies that A* is injective and it has a closed range.

If A* is not surjective, then for some nonzero (v,7) € Hj(Q) x H} () we would have (A* (@, ¢,¢), (v,1)) =0
for every (¢, ¢,¢) € VZ(Q) x (L*(Q)/R) x H(Q). This yields that v € V(Q). By de Rham’s theorem we have
A(v,@,n) = 0 for some w € L?(Q)/R, and therefore (v, w,n) = (0,0,0) since A is an isomorphism, which is a
contradiction, and thus A* must be surjective. Therefore, A* is an isomorphism. O

Lemma 2.15. If (u, P,0) € VP(Q) x (LP()/R) x W,9(Q) is a regular point then A* is an isomorphism from
VP (Q) x (LF (Q)/R) x W7 (Q) onto W1 (Q) x W—14'(Q).

Proof. Since p' > 2 and ¢’ > 2, we have the continuous embedding W~"# (Q) x W=L4(Q) ¢ H1(Q) x
H~1(Q). From the previous lemma, for each (f,h) € W_l’p/(Q) x W14 (Q) there is a unique (p,7,() €
VZ(Q) x (L*(Q)/R) x H}(Q) with A*(p,7,¢) = (f,h) and

el + Il zzm + 1<) < el ()1 s e (2.31)
We claim that (Vu)Tep — (u-V)p — 0V( € W_l’p/(Q). Indeed, take an arbitrary @ € Wy"(Q). From

Hélder’s inequality and the continuous embeddings W ? () ¢ L*/®=2(Q) and W 2(Q) c L*/BP=9(Q), we
obtain

[((w- V), ¥)| = [((w- V)b, @) < [lullpzr/c @)Vl Lr )2 llell p2er60-9 (o)

< CHUHW(l),p(Q)HSDHV?(Q)HwHW(l)J’(Q).

Likewise, a similar procedure yields

(V)" @, )| < IVullLr @2 @l Larr@o-n )19l L2/ - @)

< cllullve@llelve @ lelwr g
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and from W,9(Q) ¢ L*(Q) and W () ¢ L*(Q), we have

10V¢, )] < cllfll e IVE 2o bl ey < elbllyroney <18 lvpin ey,

Combining the above estimates proves our claim and furthermore
1Y) — (- D)p — O9C s ) < elll@livaay + 1<)

for some constant ¢ > 0 depending on the norms of w and 6 in V?(Q) and W, (), respectively. Analogously,
one can show that (u- V)¢ +g-¢ € W1 (Q) and

[(w-V)(+g- ‘P”W—LG’(Q) < c(llellvz) + ”C”Hé(&l))'

From these observations along with the LP-theory for the Stokes and Poisson equations, see Theorem 2.5 and
Theorem 2.6, we have (@, 7,¢) € VP (Q) x (LP (Q)/R) x W, (), and moreover from (2.31), we deduce that

lellyr @) + 17l Lo @y m + ||C||W01,q'(9) < cl(F, D)l 10 () xw-1.07 ()

This completes the proof of the lemma. O

Theorem 2.16. Let (u,P,0) € VP(Q) x (LP(Q)/R) x W% () be a regular point. Then A : VP(Q) x
(LP(Q)/R) x Wy d(Q) — WEP(Q) x W—19(Q) is an isomorphism.

Proof. We shall proceed by density and duality arguments. Given (f,h) € W P(Q) x W~14(Q), take
a sequence (f,,h,) € H ' (Q) x H Q) such that (f,,h,) — (f,h) in W HP(Q) x W~14(Q). From
Lemma 2.14, there is a unique (v,,, @n, 7,) € V2(Q) x (L2(Q)/R) x HE (Q) such that A(v,, @, 7)) = (£, hn)-
Let (1, ¢) € W5 (Q) x W17 (Q) be arbitrary and take (¢, ,¢) € V¥ (Q) x (L (Q)/R) x W7 (Q) such
that A*(p,m,¢) = (v, ), whose existence is guaranteed by Lemma 2.15. Then invoking (2.29), we have

[{(®,8), (Vn, 1)) = [((F s ), (05 O))

< H (fna hn)”W’l*T’(Q)XW*lvq(Q) ||(LP7 C) HVT’/(Q)XWOI’QI(Q)

< CH (fm hn)”W*lvP(Q)xW*LCI(Q) ||('¢7 ¢)||W—1m’(sz)xwfl,q’(sz)-

Thus, up to a subsequence, we have (v, 7,) — (v,7) in VP(Q) x W,%(Q), and de Rham’s theorem implies the
existence of the corresponding pressure term w € LP(£2)/R such that A(v,w,n) = (f, h). Thus, A is surjective.
The injectivity of A follows from integration by parts and the surjectivity of A* as stipulated in the previous
lemma. O

For regular points, the local existence and uniqueness of weak solutions to the state equation is guaranteed.

Theorem 2.17. Let (@, P, 0, j1,9) € VP(Q) x (LP(Q)/R) x Wy 9(Q) x M (wi) x M(w;) be such that (w, P,0)
18 a reqular point.

(i) There exists an open, bounded and convex set O in W~ P(Q) x W=19(Q) containing (4 + X i, ha +
Xen¥), @ ball B in VP(Q) x (LP(Q)/R) x W, 9(Q) containing (@, P,0) and a C®-map S : O — B such that
S(fq+ Xorht, ha + X, 0) = (@, P,0) and for any (f,h) € O, the triple (u, P,0) = S(f,h) is the unique
solution of (2.1) in B.

(ii) There exists an open, bounded and convex set U in M (wt) x M (w;) containing (jr,9), a ball B in V? () x
(LP(Q)/R) x W,9(Q) containing (@, P,0) and a C®°-map S : U — B such that S(@,0) = (@, P,0) and
for every (m,9) € U, the triple (u, P,0) = S(w, ) is the only solution of (1.2) in B.
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Proof. To show (i), define the nonlinear operator

T VP(Q) x (LP(Q)/R) x Wy 9(Q) x WHP(Q) x W™H(Q) - WHP(Q) x W19(Q)
according to

[ —vAu+ (u-V)u+VP—ng—f
T(u,P,O,f,h)—( —kAn+ (u-V)0—h )

Observe that 7 is of class C°°, and moreover T(w,P,0, f, + Xt ha + X, @) = (0,0). Also, the fact that
(u, P,0) is regular implies that the following operator is an isomorphism

oT
A@Pd) = 5w, p.6)

9

(’El'7 ‘P7 97 fd + X(J.ffﬁ? hd + th’lg)'

Then part (i) is a consequence of the implicit function theorem, see [28, Section 4.7].
To prove (i), define 7 : M (wg) x M (wi) — W HP(Q) x W=19(Q) by Z(,9) = (£ 4+ Xeo; s ha + X, ¥). Since
T is affine, it is of class C°°. Then one may take S = S oZ and O such that Z-1(O) = U. O

We end this section by presenting the first and second-order derivatives of the local control-to-state operator
S given in part (i) of the previous theorem. For q = (f,h) € O, we set

(uq, Py, 0q) = S(f,h) = S(q).

Given a direction r = (6 f,0h) € W 1P(Q) x W—14(Q), we have (vy, @y, 1) = S'(f,h)(6f,0h) if and only if
Atu, Py o) (Vr, @r, M) = (0f,0h), that is, (ve, @y, ne) is a weak solution of
( at q Q)

VAU, + (uq - V)V + (Ur - Vg + Vor = 0eg + X, 0F  In Q,

diveo, =0 in Q,
—KkAN + (vy - V)lg + (Ug - V)T = X, 0h in Q,
v =0, =0 on .

For the second derivative, if r; = (6 f;,0h;) € W P(Q) x W~19(Q) for i = 1,2 then
(v, @,n) = 8" (£, 1)((6f1,0h1), (65, 0h2))
if and only if
A(uwpq"gq)(v,w,n) = —((vg, - V)Up, + (Vp, - V)Ur,, (U, - V)bp, + (Uy, - V)Or,)
where (vy,, @y, ;) = S'(F, h) (6 F;, 6h;), that is, (v,w,n) is a weak solution of

—VAV + (uq - V) + (v - V)ug+ Vo =ng — (vy, - V)0p, — (U, - V)vy, in Q,
dive =0, in Q,

—kAN+ (v-V)0q + (ugq - V) = — (v, - V)0Ory, — (Ur, - V)by, in €,

v=0, n=0 on I'.
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These representations can be verified by the usual differential calculus in Banach spaces. Analogous represen-
tations also hold for right-hand sides in the open set U C M (wf) x M(w;) corresponding to the local solution
operator S stated in part (ii) of Theorem 2.17.

3. ANALYSIS OF THE OPTIMAL CONTROL PROBLEM

In this section we prove the existence of optimal controls and characterize the first-order necessary condition
for optimality.

Theorem 3.1. The optimal control problem (1.1)—(1.3) has at least one solution
(@, P, 0, 1,9) € VP(Q) x (LP(Q)/R) x Wy () x M (wg) x M (w;).

Proof. Recall that (ug, Po,0p) is a solution corresponding to the null control (p,?) = (0,0). Consider a
minimizing sequence {(w,, P, 0, t,,, ) }n € VP(Q) x (LP(Q)/R) x Wy?(2) x M (wg) x M(w;) so that

1 1
J(n, O, oy, 0n) < J (o, 00,0,0) = §HU0 —udlL20) + §||90 = 0allL2(0)

and the left-hand side tends to the infimum of J as n — oco. Thus, the sequence {(wn, On, 4,,, ¥n) }r is bounded
in L?(Q) x L*(Q) x M(ws) x M(w;) by the definition of .J. In particular, by the Banach-Alaoglu-Bourbaki
Theorem applied to M (wr) X M (wt) having the separable predual space Cy(wr) X Co(wt), up to a subsequence
we have p,, — p in M (wr) and 9, = 9 in M(w;). On the other hand, from the stability of weak solutions in
Corollary 2.12, one has

[unllve@) + [[1Pallze@)/m + 10nllyo ) < 1+ lunllpyo)

for some constant ¢ > 0 independent on n.
Due to the fact that 2p/(2 —p) > 4, by applying Lion’s Lemma to the compact embedding Wé’p(Q) c L*(Q)
and the continuous embedding L*(Q) € L*(2), we have for every & > 0 the existence of ¢. > 0 such that

lunllpeQ) < ellunllveo) + cellunllLz()-

Choosing £ > 0 small enough so that ce < 1 yields the boundedness of {w,}, in VP(Q), {P,}, in LP(Q?)/R and
{0, }n in W, (Q). Hence, up to a subsequence once more, it holds that w, — u in V*(Q2), P, — P in L?(Q)/R
and 6,, — 0 in Wy ?().

We show that (u, P, 0) is a weak solution corresponding to the control (u, ). This can be verified by passing
to the limit in the weak formulation satisfied by the minimizing sequence. The only critical part in the passage of
limit is the convergence of the trilinear terms in the fluid and heat equations. In virtue of the compactness of the
Sobolev embeddings W'?(Q) € L? () and W14(Q) € L?9(Q), it follows by further extracting a subsequence
that w, — w in L*”(Q) and 6,, — 6 in L?9(Q). Hence

/Q(Un'V)¢'und$7/(u~V)¢~udx

Q
< callun = ullpzr @) [V Lo (2 ([unll2e @) + [[wllL2r @) = 0
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for every ¢ € W(l)’p/(Q). On the other hand, from the assumptions on p and ¢, that is p,q € (4/3,2), we have
q<2<p/(2-p), and so

2—q 1 1 1 1 7

P _ — =4 — < -

2q qg 2p 2 2p 8

1 1 2- 1 1 2 — 3 1

— + = J_*+f+7p§*+f<1.
2g ¢ 2p 2 2q¢ 2p 4 2q¢

These two inequalities allow us to apply Holder’s inequality to obtain

/Hnun-v¢dx—/9u~v¢dx
Q Q

< ca([|0n = 0| 2a(0) [ Unll L2v/ -0 () + 101 20/ -0 () [|Un — ]| L20 () IVSI Lo () — O

for every ¢ € W7 (Q).

Thus, (u, P,0) is a weak solution associated with the control (u, ). From the lower semicontinuity of the
norm with respect to the weak and weak* topologies, it follows that (u, P, 0, u, ) is a solution of the optimal
control problem. O

Let us denote the reduced cost functional j : i/ — R by

. . 1 1
§(p.9) = j(@) = 5 llua = wallZzio) + 510 = Ol ) + almllaren + B9l

where (uq, Pq,0q) = S(p, ). Decompose j to a smooth part and convex parts as follows

. 1 1 ) .
ja(@) = 5 lltq = walliz() + 5ll0a = Oallizio),  de(w) = lBllaren,  5e() = 19llarcn)-

The tracking part jg of the cost functional j is C*° and its first and second directional derivatives are given by,
for r = (0, 69) € M (wr) x M (wy)

i = [ eqdGmw+ [ cad(oo) (3.1)
ja(a)(r,r) = /Q(|'Ur‘2 + ‘771*|2 —2(vy - V) - Pq — 2(ve - V)1e(q) dz (3.2)

where (ve,@r, 1) = S'(qQ)r and (¢4, Tq,(q) € v (Q) x (LP' (Q)/R) x Wol’q/(Q) is the solution of the linear
adjoint system

—VApy — (Ugq - V)pg + (Vug) oq + Vg =0qViq +ug —ug in €,

divep, =0 in Q,
—KkA(g — (Uq-V)(qg=9- Pqt+bq—0a in Q,
$q=0, (=0 on I

or alternatively, in terms of the operator A*, we have

A?uq,Pq,eq)(‘Pq7 Tq:Gq) = (Ugq — Ua, 0q — ba). (3.3)
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On the other hand, due to Lipschitz continuity and convexity, the directional derivatives jf(p;dp) and
Ji(9;69) at p € M(we) and ¥ € M(wy) exist in every directions dpu € M (we) and 09 € M (wy), respectively.
Moreover, ji and j; are subdifferentiable. Recall that A € Jjs(p) C M (wg)* if

(A OB — 1) M (wr)* x M (wp) + Je (1) < je(0p)  Vop € M (wr)

or equivalently if (X, p) pr(we)sx m(wr) = Je() and (N, Op) pr ()= x M) < Je(0p) for all dp € M (ws). Similar
remarks are applicable to ji.

Let us turn to the local first-order necessary condition for optimal solutions that are regular. We say
that (@, P,0, x,9) is a local solution of the optimal control problem (1.1)-(1.3) if there exists an open set
O in V Q) X ( P(Q)/R) x Wy 9(Q) x M (wg) x M(w,) containing (@, P, 0, ir,9) such that J(u, P,0, p,9) <

J(w, P, 0, ,9) for every (u, P,0, u,9) € O.

Theorem 3.2. Let (j1,9) € M(ws) x M(w;) be a local solution of (1.1)~(1.3) with correspondmg state
(@, P,0) € VP(Q) x (LP()/R) x Wy Q) that is regular. Then there exists (@, 7,C) € v (Q (Q) x (L (Q)/R) x
W () such that —1% € 9je(m) N Co(wy), 5( € 95:(9) N Co(wy) and

Aly p.0) (@7 () = (@ —uq,0 — 0a). (3.4)

Proof. According to the convexity of j, the local optimality of (f,7) and (3.1), we have

0= lim —{j(-+ ol — ), 7+ (0 = 7)) — (1,0}
< i ©(ja(p + o — ), 0+ 000~ 9)) — jal s D)} + ai(ae) = 3e () + B0 (9) ()

:/ edp—p)+ [ CdW —9) + alllpl v = lBlaren) + BUN M) = 191ar)

for all (p,9) € M (we) x M(wy), with (@,7,() given by (3.4). Choosing ¥ = 9 yields that —1 ¢ € 9jj¢(1), while
1 = [i gives us —%f € 0j:(9). The remaining part is a consequence of the embeddings Wé’p/(Q) C Co(ws) and
Wol’q/(Q) C Co(wy) since p', ¢’ > 2. O

The sparsity of measure controls is given in the following theorem, whose proof can be obtained by adapting
the methods in Corollary 3.8 of [8], therefore the proof is omitted.

Theorem 3.3. With the notations of the previous theorem and assuming that ji1, ji2 and Y are not equal zero,
then [|@1/[oc = l|@2lloc = e, [|Cllc = B and

supp(iif) C {z € wr : p(z) = Fal,

supp(ﬂi) C{recw :((z) =F8},

where [i; = ﬂj‘ —ji; fori=1,2 and 9 = 9" — 9~ are the Jordan decompositions of the Borel measures ji; and
¥, respectively.

Remark 3.4. All the results in this section can be adapted to the case where there is control only in the fluid
equation (wy = @ and 8 = 0) or only in the convection-diffusion equation (wf = () and a = 0).
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4. SECOND-ORDER OPTIMALITY CONDITIONS

We now establish the second-order necessary and sufficient optimality conditions for regular local solutions
as defined in Section 2.3. All throughout this section, (u, P, 0, f1,19) will denote a local solution of (1.1)-(1.3)
for which the triple (@, P,6) is regular. Moreover, let (¢, 7, () be the adjoint state satisfying the first-order

optimality condition in Theorem 3.2. We shall also use the notation q = (fz, ) for the optimal control.
For 7 > 0, we define the cone of critical directions

Cr (1, 9) = {a = (1, 9) € M(ws) x M(we) : 5 (1, 9) (1, 9) < 7([|vgllL2(0) + 1Ml L22) }

where (vq,@q,7q) = S'(@)q. The second-order necessary condition is formulated in the cone Co(ji, ), while
the second-order sufficient condition will be developed in the slightly larger cone C,(f,7) for some 7 > 0, see
[7, 8, 27] for instance.

From the convexity of j, it follows that C,(f,1) is a convex cone in M (wf) x M(w;). By employing the
methods in [7] through the Lebesgue decomposition of regular Borel measures, the following second-order
necessary condition can be established.

Theorem 4.1. Letp,q € (4/3,2). If (u, P, 0, i, 9) € VP () x (LP(Q)/R) x Wy ?(€2) x M (wr) x M (w;) is a local
solution of (1.1)~(1.3) such that (w, P, ) is reqular, then we have j'(@,9)(p,9)* > 0 for every (u,9) € Co(fa, ).

To formulate the second-order sufficient conditions, we shall restrict the powers p and ¢ so that 4/3 < ¢ <
p < 2. This additional assumption on ¢ is imposed in order to successfully estimate the convection term in the
linearized heat equation.

Recall from Theorem 2.17 that there is a bounded, open and convex set O such that S'(f, k) : W™ 1P(Q) x
W=h4(Q) — VP(Q) x (LP(Q)/R) x W, (Q) is an isomorphism with uniformly bounded operator norms over
all (f,h) € O, i.e. for some ¢ > 0 it holds that

/
(:}Ll)léo IS (F Ml 2w 10 @) xw 10 (), Ve @) x (L (@) /Ry x Wb () < € (4.1)

Furthermore, from the proof of Theorem 2.17(ii) we have U = Z=1(O) = (O — (£, ha)) N (M (wg) x M (wy))
thanks to the embedding M (ws) x M(w;) C WHP(Q) x W~14(Q). Therefore, we have the local Lipschitz
continuity of the solution operator, i.e. for some constant ¢ > 0 it holds that

luq — ullyvr) + || Pq — pHLP(Q)/R +1/0q — G_HWOI"?(Q)
<c(llp = Bllw-10@) + [0 = Ilw-1.90)) Vq = (u,9) €U. (4.2)

As a consequence of (4.1) and (4.2), we have
—1
SUP 1A o 0 w2 ) ew o ) v @)@y o < (43)

Lemma 4.2. Let q = (u,9) €U andr = (0p,00) € M (wr) x M(wi). Suppose that (Vq,r, Wq,r, Nq,r) =S (fa+

Xewe s Prd + Xeoe @) (X Oy X0, 00) and (Vy, @p, Ne) = S'(F g + Xwe s Pd + X D) (X Oty Xw, 0F). Then there exists
a constant ¢ > 0 independent on q and r such that

||'Uq,r - 'UrHV”(Q) + qu,r - wr”LP(Q)/R + ||77q,r - 77r||W01»q(Q) (4.4)
< el — mllw-rr) + 10 = Ollw-1.0@) (el 22@) + [17ell22(02))
lvarlr2@) + Inqrlzz@) < clllvellpz) + Imellz2@)- (4.5)
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Proof. First, let us observe from the definitions of (vgr, @q,r, Nq,r) a0d (Vy, @y, Nr) that
A(uqu,Gq)(vq,rawq,ranq,r) = (Xwe O X, 00)
Aa,p.0) (Vs @rs M) = (X O, Xew, 69).

Let v = vqr — Uy, W = Wq,r — @r and 1) = 1g,r — 7. A simple calculation reveals that

A(uq,Pq,Hq)(’Ua w, 77) = (fa h) (46)

where f = —[(uq — @) - V]vy — [vr - V](uqg — @) and h = —[(uq — @) - V] — [y - V](0q — 0).
Given 9 € W(l)’p (Q), upon applying V?(Q) c L¥?/P=2(Q), we get
(F )] < cllug — @l p2rsc-m @) IVl o (g2 el L2(0)
< clluq — ﬁ||VP(Q)||1/’||W(1),p'(m||Ur||L2(Q)~

On the other hand, given ¢ € Wol’q/ () and using the assumption g < p, we have VP(Q) ¢ V4(Q) c L*Y2-9(Q)
and thus

|<h, ¢>| < (Huq - 1_1,HL2<1/(2—q)(Q)||77r||L2(Q) + ||Ur||L2(Q)||0q - é||L2q/(27q)(Q))HV¢HLq/(Q)
< (llua = @llveolellza@) + loellz2@) 100 = Olwg @) 6 ]y o)
Therefore, it follows from the above calculations that
1w + ell-vag)
< c(lug = wllveo) + [16q — 0||W01"‘(Q))(||Ur||L2(Q) + 17l L2(2)- (4.7)

The inequality (4.4) now follows from (4.2), (4.3), (4.6) and (4.7). Finally, (4.5) is a consequence of (4.4), the
triangle inequality and the continuity of V?(Q) x W, 4(Q) C L*(Q) x L*(Q). O

Next, we estimate the L?-distance of the solutions with controls in ¢/ to the optimal state.

Lemma 4.3. There exist ¢ > 0 and c. > 0 such that if (vq,@q;1q) = S'(Fq + Xewelbs hd + Xewe V) (Xws 5 X V)

a’rLd (vfla w(]a 7761) = S/(fd + XUJfﬂ? hd + thﬂ)(XWfﬁ’ thﬁ); th@n
lug — @llL2(0) + [10q — 0ll2() < ce(lvg — vallr2) + I1nq — nallz2(0)) (4.8)

Jor all q = (p,9) €U such that ||p — Bllw-1.00) + [0 = Ilw-1.00) <e.
Proof. Let u = uq — U — vq +vg, P =P — Py — wq + wq and Q:quéfanrnq. Then one can see that
Aa,p.o)(u, P.0) = —([(ug —u) - V](ug — u), [(ug — ) - V](6q — 0)).
Applying a similar argument as in the previous lemma, one has
all v+ 161y < elltia — @y (luq — @l + 16q = Bli): (4.9)

Therefore, from the Lipschitz estimate (4.2), the triangle inequality and inequality (4.9)

lug — @l[2 ) + 110q — 0l 20
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<[lullzz(q) + 10llL2(@) + lva — vallzz@) + Mg — nall2@)
< C(H“HV?(Q) + H9||W(}=Q(Q)) + ||’Uq - Ua”L?(Q) + ||77q - 77€1HL2(Q)
< ce(|lug — @llzzo) + 10q = Oll2@) + lvg = vallL2@) + Inq = nallz20):
whenever || — flly-1.0q) + [0 — J|lw-1.40) < &. Choosing € > 0 small enough so that cs < 1, we get the
estimate (4.8) with the constant c. = (1 —cg)~L. O
In the following lemma, we shall estimate the residual norms for the adjoint states.

Lemma 4.4. There exists ¢ > 0 such that for all q € U we have
lpg = @llver @) + 1€a = Cllypaar ) < clllta = Bllz2(0) + 10 = 0l 2() (4.10)

where (¢q, Tq,Cq) i the solution of (3.3).

Proof. Let (¢,7,() = (¢q — $,Tq — T,Cq — (q)- A straightforward calculation shows that A?,P,é)(go,w,g) =
(f,h) where

h=0q—0+ (uqg—1u)-Viq
F=uq—u+ 0q—0)Viq+[(uq—a)- Vieg — (Vug — Vﬁ)Tgoq.

The adjoint states (<pq, Tq, (q) are uniformly bounded for q € U, i.e.
leqllver ) + Imall Lo @) m + ICallyyar @) < ellug = wdllz@) + 10q = dall2@) <

thanks to (4.3), the triangle inequality and the boundedness of U.
Let us estimate the norms of f and h in W_Lp/(Q) and W*Lq,(Q), respectively. Concerning the last two

terms in f, take an arbitrary ¥ € Wé’p (Q) and proceed as follows:
Vg = (Vug = Va) oq, )]

cllug = allL2@)llegllve @) IVl L2r/e-m )

IN IN —

< cllug — @20 [qll o 0 1P Ity
According to the continuity of Wol’q/ Q) c Wol’p/(Q) and L?(Q) ¢ W12 (Q), we have

|<uq—ﬁ+(0q—9_)ch,1/1>\ B
< g — 1.0 + 16— Olzzen [all g1 ) [ low2

< ofllug = @llzz (@) + 100 = Ol I<ally 0 o) 1Bl wy e ()
Combining the above estimates and using the boundedness of the adjoint states yield
1 Fllyy—sr 2y < (6 = Bl + g — @l g2(en)-
A similar process shows that

Hh”W*M(Q) = [|0q — 0+ (ug —u) - qu”W*M(Q)
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< c([l0q = Ollr2() + llug — wllL2(@)-

The desired estimate (4.10) now follows from the fact that A’(i is an isomorphism from V”l(Q) X

@,P,0)
(LP (Q)/R) x W (Q) onto W1 (Q) x W19 (Q), ¢f. Lemma 2.15. O

We shall now estimate the second derivatives of the smooth part of the cost functional with directions that
are deviations of the optimal control.

Lemma 4.5. For every p > 0 there exists €, > 0 such that
1l (1, 9) = 5 (B, D)) (ke = 1,9 = 9)?| < pl|lvg = vallT2(0) + 110 — MallF2(0)) (4.11)

Jor every q = (w,9) € U satisfying || — illyw-1.00) + 19 = Olw-1.00) < &
Proof. Let us denote the deviation in controls by r = (5p, 69) = (. — f, 9 — ). Further, write (Vg r, @q.rs Tqr) =

Sl(fd + wal"l"7 hd + thﬁ) (XWfélL? th 619) a’nd (vn Wr, nr) = S/(fd + waﬂ7 hd + th/ﬁ) (wa5H7 th(s'l?) ACCOrding
to the representation of j/ in (3.2), we have
| (i, 9) = 3t (1, D)) (O, 60)?|

S/ |vq7r+vr||vq7r_vr‘dx+/ |77q,r+77r||77q,r_77r‘dm
Q Q
+ 2/0{|[<vq,r—vr> VIeg - vasl + 1 V)(0g — @) Vasl + (Vs - V)@ - (vae — vs)[} da

+ Q/Q{H('Uq,r —vr) - V(ggr| + [(vr - V)((q — E)Wq,r| + [(vr - V)f(nq,r — )|} da.

The integral terms can be estimated from above by following the same strategy as in the proof of Lemma 4.2.
Invoking Lemmas 4.2-4.4, the embedding V?(Q) x Wy ?(2) € L*(Q) x L*(2) and (vy, e) = (Vg — Vg, g — 7g)
it can be verified that

|l (1. 9) = 5 (12, 9)) (O, 69)?|
<l — Blw-ro@ + 19 = Illw-109)(lvg = vallz2 (@) + 110 = 1allZ2()-
Given p > 0, we take £, > 0 small enough so that ce, < p. Therefore, we have (4.11) whenever || — fi]|yy—1.» () +
H19—19||W—1,q(9) < &p. O
With the same procedure as in the above lemma, one can deduce the following estimate.

Lemma 4.6. There exists ¢co > 0 such that for all q = (p,9) € U we have

|jéll(l~l’719)(p’ - l_l’a 79 - ﬁ)2|
<ol = Bllw-1r@) + 19 = Flw-1.400))(lvg — vallzz) + 11q — n4ll2@)-

We are now in position to state and prove the sufficient optimality conditions for the optimal control problem
(1.1)—(1.3).

Theorem 4.7. Let 4/3 < q < p < 2. Suppose that (fr,¥) satisfies the local first-order necessary optimality
conditions as stated in Theorem 3.2. Assume that there exist T > 0 and k > 0 such that

jg(ﬂvg)(ﬂ’aﬂy > H(H’UQH%?(Q) + an”QLQ(Q))? Vq = (/Jﬂﬁ) € C-,—(ﬂ,ﬁ) (4'12)
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Then there exist constants € = e, ,, > 0 and v = 7, > 0 such that
(2, 9) +v(|luq — "_‘H%?(Q) +[16q — §||2L2(Q)) < j(p,9) (4.13)

Jor all q = (p,9) € U satisfying || — llw-1.0(q) + |9 — lw-1.00) <&

Proof. As in [8], let us distinguish two cases. First, suppose that (5p,09) := (pu — p,9 — ) € C- (@, V). Note
that from (3.1), —2¢ € 9js(r) N Co(wr) and —%C € 04:(9) N Co(wy), we have

3'((,9); (6p,69)) = / @d(0p) + aji(p;op) + [ Cd(69) + Bji(9;60) > 0.

we Wt

Applying a Taylor expansion, Lemma 4.3, Lemma 4.5 with 0 < p < x and (4.12), we have for some o € [0, 1]
that

‘7(/1'379) - .7(/7’719)

> S0 D) 6m, 80 + S+ o ),9+ (0 = 9) — 74 s D)) (51, 89)?

1
> 5 (5= p)(lva = vallz20) + I1a = nalliz(0)

1
2¢ce

Y

(5 = p)(luq = Bllz2(q) + [10a = Oll72(0)):

On the other hand, if (du, V) ¢ C, (@, V), then

7'(,9)(0p, 69) > 7(|[vg = vallz2@) + 110 = nallr2(@)-

By choosing ¢ € (0,¢,) small enough, one has [[vq — vgll2() + |1q — 7allz2(0) < 1 thanks to (4.2) and (4.3).
A Taylor expansion once more, together with Lemma 4.6, leads to

30, 9) = 5 9) > ' 0) Oy 66) + ST+ 0 gt — ), 0+ 0 (0 — ) (0p 597

<

vV
DN =

(1 = cog)(|lvg — vciH2L2(Q) + g — 77&||2L2(Q))

Y

1 ) _
Q(T = coe)([ug — @l T2y + 10q — Ol 72(a))-
€

Reducing £ > 0 further if necessary in such a way that cpe < 7, we obtain (4.13) with v = min{x — p,7 —
coe}/(2¢:) > 0. This completes the proof of the theorem. O

5. NUMERICAL APPROXIMATIONS

In this section, we consider a finite element approximation for the optimal control problem (1.1)—(1.3) based on
a semi-smooth Newton method developed in [5, 6, 20, 24]. Let {7}, }n>0 be a family of quasi-regular triangulations
of Q parametrized by their mesh sizes h, that is, the length of the largest triangular edge. We shall only present
the case of the triangular mini-finite element space [3], and furthermore, for simplicity of exposition we shall
consider the case wf = wy = €, f; = 0and hg = 0. The discussions below can be adapted to the case of triangular
Taylor-Hood elements as well as for quadrilateral basis functions, see [13] for instance, as long as the discrete
inf-sup condition holds.
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5.1. Finite element approximation

Let {xi}ﬁl be the set of all nodes together with the barycenters of the triangles in the mesh. Denote by
Ipp the set of all nodes in the triangulation and I; to be the set of nodes together with the barycenters.
Associated with these nodes, we consider the nodal Lagrange basis functions {e;};c,, consisting of continuous
piecewise linear polynomials for vertex nodes and bubble functions for the barycenters, such that e;(x;) = 6;;
for all 4, j € Ij,. Similarly, we denote the linear Lagrange basis elements {\; }ic1,, so that A;j(x;) = d;; for every
i, J € Ipp.

Consider the finite element spaces

Vi, = {uh eC():up = Z Upi€i, Uhi € R}

i€1lp

Qn=Spn€C(Q) :pr=_ pniXi, pri €R
ieIph

Let Vi, = Vi, x V3, and denote e; ; = (e;, ;) for 4, j € Ij,. For the discretization of the control space, we consider
the following space of linear combinations of Dirac measures concentrated on the nodes and barycenters

Dy, = {#h eEM@):pp = Z Whilz,, [hi € R}

i€l

and let Dy, = Dy, x Dy. Note that Dj, can be identified with the dual of V. For up, vy € V3, and 6, € Dy, we
define (updy,,vn) := up(x;)vp(x;) and similarly for the vector-valued case.

To approximate the optimal solutions, we follow the strategy of optimize-then-discretize, that is, we discretize
the optimality system for the continuous problem. For the state equation, consider the nonlinear operator

T: WP (Q) x (LP(Q)/R) x Wy (@) — WHP(Q) x LP(Q) x W 14(Q)

—vAu+ (u-V)u+ VP —ng
T(u,P,0) = dive
—kAn+ (u- V)0

On the the other hand, for the adjoint equation let us define the linear operator

L: W(l)’p/ (Q) x (LP'(Q)/R) X WOL‘ZI(Q) _ W—l,p/(Q) « LP (Q) x W*l,q/(ﬂ)
( ) —vAp + (Vu)l'p — (u- V) + Vi — V¢
Lip,m, ¢) = div e
—KRAC—(u-V)(—g-¢

From Section 3, the optimality system for (1.1)—(1.3) can be equivalently written as

T(w,P,0) = (i1,0,9)

L(@,7,¢) = (@ — ug,0,0 — 04)

(1, @ —@)pm@)xco@) <0 Y]ello, o) < a
(0,¢ = O m@yxco@) <0 VIClley @) < B

Discretizing the above continuous optimality system, reformulating the corresponding variational inequalities in
terms of the max and min functions and adding a Moreau—Yosida regularization, we obtain the discrete system
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(see [10] for the details)

Tw(@n, P, 0n) = (2,,0,05)

Li(@p,Th, Cn) = (@n — wan, 0,0 — Oan)

iy, + max(0, — ), +v(@), — ) +min(0, —f1;, + (), + a)
5, + max (0, 9, +v({, — B)) + min(0, —Iy + y(Ch + B)) =

(5.1)

Here, T}, and Ly, are the finite element discretization of T and L, respectively, and will be discussed below. Also,
ugn, € Vi, and 04, € V), are the Lagrange approximations of the desired states ug and 6.

The goal of the parameter v > 0 is to provide a starting point for the semi-smooth Newton method when
applied to the above discretized optimality system. First, we initialize v > 0 and set f;, = 0 and 9 = 0 inside
of the min and max functions. The resulting system can be expressed as follows:

Th(un, pr,0n) = (1, 0,9p)

Lin(ep, 7, Cr) = (un — wan, 0,0, — an)

By VXA Ph — YOX AL (0,) = XA_ () = O
U+ XA S — YB(XAL () — XA_ () =0,

with the active sets of indices

A () =i € It pp(x:) > af, Ay (Cn) = {i € In : Gu(xi) > B},
A_(pp) =i € I pp (1) < —al, A_(Cn) = {i € In = Gu(z:) < =B},
Alpp) = Ay () UA_(¢h), A(Ch) == Ay (Cn) UA-(Cn)-

This system is solved iteratively by evaluating the indicator functions at previous values of the adjoint variables.
More precisely, starting initially with Lp% =0 and C2 = 0, the update at the kth step is given by

T (uf, pf, 05) = (pf,0,97)

Lh(¢£7ﬂ-}]§7 C]]i) = (ug — Udgh, 07 H}Ii - Gdh)

'u'ﬁ + ’YXA(Lpfb_l)Lpi - ’YQ(XA+((PZ—1 —Xa_ (‘Ph )) =0
I+ an = 100, @)~ X @) =0

(5.2)

until the stopping criteria A(@}) = A(pf 1) and A(CF) = A(¢F ™) are satisfied. From the last two equations,

we see that the variables Hﬁ and 19’; can be eliminated from the system. We then repeat calculating the solution
of (5.2), but now with  replaced by o+ for some scaling factor o > 1, with the solution of the previous problem
as the initial iterate. This process is terminated once the stopping criteria is satisfied or a declared maximum
parameter v has been reached.

Let cp(o) and ( }(LO) denote the solution of the above procedure and v* be the final value of . For the semi-smooth
Newton method, we take the initial point

py)) = —v*[max(0, ¢} — a) +min(0, ¢} + a)]

9 =y [max(0, ¢ — B) + min(0, (i + B)]
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This choice of initialization is based on (5.1). Given discrete controls 'ugqu) and 195571), we then solve the
coupled state and adjoint system

Th(ug)’p(]) 9(3)) ( (3-1) 0, ﬂ(j—l))
() ) ) ) (5-3)
(Soh 77Th s Sh ) (uh — Udh, O 9 - odh)
and update the control according to
j j—1 1
= Xl oy (01 = )+ 00 )~ X o)
() _ (G-1) (3-1)
19hj X.A(C(] 1) 19(] 1))( J= ﬂhj ) +B(X‘A+(C}(Ljfl)7ﬂ%}'71)) _X-A—(C;(Ljil)*ﬁiljil)))'
Again, if there are no more changes on the active sets then this subroutine is terminated, that is, when A(cpglj ) _

j 1 1) j j j—1 j—1
i) = Al = ™) and AGD —03)) = AP — 0 7h).

The coupled discretized nonlinear state and adjoint equations (5.2) are solved by Newton’s method. Moreover,
for stabilization purposes, we add an artificial compressibility penalty parameter 0 < ¢ < 1. Let

Xy := Dy x Qp X Dy, X Dy, X Qp X Dy,
The nonlinear finite-dimensional system corresponding to (5.2) is given by
Fhe(X5) = Foe(uy, pi, 05, 5, 70, GF) = 0 (5.4)
where Fje : Xj, — X} is defined by
(Fne(X33), Ya) 2y x 2
= A{I/VUZ SV, + (uf - V)ul vy, — pf divoy, — 0Fg v} da
- /Qwh divuf dz + /Q epf ooy, do + /Q{KVHZ SVnn + (uf - V)0, ) da
+ [0k Vb — (- V) (Vu) ok -, — i div o
— [ Ovct -+ (k= wa) o= [ prdivgbdot [ entpuar
+ [ (96 Von — (- 9)ckon — g - ehon — (0~ Om)on) do
+ Y ekt on) = D> av(Benun)+ Y av(da,vn)
icA(el) i€ Ay (f) ieA_(¢F)
+ Y A Ghenmn)y = D> BV + Y BY(Gein)
i€A(CH) i€AL () i€ A_(¢h)

for every Yy 1= (Vh, @h, Mhs Y1, Phs O1) € X

Approximating a solution to (5.4) by Newton’s method requires the Jacobian of Fj.. However, instead of
directly taking the Jacobian of Fj., we take an inexact approach by calculating the derivative of the functional
associated with the continuous system, applying the properties of the trilinear forms induced by the convection
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* * *
Upy Upy o5

F1GURE 1. Components of the numerical optimal velocity u} = (u};,u},) and temperature ;.

terms and consider the finite-dimensional approximation. The linear operator G : X}, — X} obtained from
this procedure is given by

(Gre(X3) Xn, Ya) ay x 2,
= /Q{Vv’fbh Vo, + (Vub) T ay, - vy + (uf - V)ay, - vy, — pp divoy, — 0,9 - v} dz
- /Qwh divuy, deJr/Qeﬁhwh dr + /Q{nvéh SVnn + (@ - V)0, + (ul - V)0 )} da
+ [ 90 Vi (V0 [Vegh + (Vegh) T by + (V)i -
- /Q{ﬁh divp, + 0,V CF -y, + 08N G, by, + - apy, ) da — /Qph div ¢, dz
+/ emppn dr + /Q{HVEh Von — (@n - V)Cidn — (uf, - V)Cndn — g - @pdn — Onn} da

Q
+ > Y @nban o)+ > Y(Cubay )

i€ A(@y,) i€ A(Ch)

where X}, := (@n, pn, On, P, Th, Cn) € Xn. Given X}’:’j € X}, we compute the solution )_(,If’j € X, of the linear
system

Gre(Xp )X = —Fre (X7 (5.5)

|x, < for
some prescribed tolerance 0 < 7 < 1. The above inezact Newton iterative scheme is initialized by X ,’f’o = 0.

This procedure is also adapted in the approximation of solutions to the discretized nonlinear primal-dual system
(5.3).

and update according to X}/ 7" = X"/ — X/, This subroutine is terminated once we have || X,/

5.2. Numerical example

For the computational domain, we take the unit square = (0,1) x (0,1). We consider a uniform trian-
gulation of © consisting of 10201 nodes and 20000 triangles, which corresponds to a mesh size h = /2 /100.
The parameters in the cost functional are chosen as @ = 8= 1072 and v = k = 1. We set v = ¢ = 10 in
the continuation strategy. For the desired states we consider ug;(z,y) = (1 — cos(27x)) sin(27y), udz(z,y) =
(1 — cos(2my)) sin(27z) and 04(x,y) = — sin(27x) sin(27y). Note that ug = (ug1,uq2) is divergence-free in Q.
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* *
Pn Th

x10!

FIGURE 2. Numerical optimal pressure p; and adjoint pressure 7J .
08 I vj,
mmﬂ 0.05

};E} ‘, ‘ 0.00

FIGURE 3. Linear interpolation of numerical velocity controls p} = (1}, t}5) and thermal
optimal control 97 .

* * *
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x10~3
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FIGURE 4. The components of the numerical optimal adjoint velocity ¢} = (¢5,¢5,) and
adjoint temperature ;.

The algorithm described in the previous subsection was implemented in Python 3.9.7 (Python Software
Foundation, https://www.python.org/) on a 2.3 GHz Intel Core i5 with 8 GB RAM. The source codes and
iteration histories can be downloaded at https://github.com/grperalta/boussinesqmeasure. Regarding the linear
system (5.5), we take a penalty parameter ¢ = 10711, Each of the matrices appearing on both sides of this system
were assembled at every Newton iteration using algorithms analogous to those provided in Chapters 7 and 8 of
[11] with Gaussian quadrature of order 6. In this case, the total number of degrees of freedom corresponding
to the primal and dual variables is dim X, = 201608. The solutions of the linearized primal-dual systems (5.5)
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were obtained by utilizing the sparse solver splu in the python package SciPy with the UMFPACK option and
terminated once HXE’J | <1071%. The discrete system (5.3) is solved successively with v = 10% for 0 < k < 7.

The optimal states corresponding to the penalty parameter v* = 107 are given in Figures 1 and 2. Likewise,
the optimal controls are presented in Figure 3, where a linear interpolation was utilized for better visualization.
Both the velocity and thermal controls have sparse supports, and the symmetric or anti-symmetric properties
of the desired states about the center of ) are reflected as well in the optimal controls.

In Figure 4, the profiles of the numerical optimal adjoint states are shown, and we have ||(|loc &~ 1073
and [|@} |lo = max{||¢}lloos |¥5alloc} & 1073, As predicted from Theorem 3.3, the supports of the positive
and negative parts of the discrete controls M;H—L, /[,3 and ﬂzi are located on the nodes where ¢}, ~ F1073,
Pho R F1072 and ¢~ F1073, respectively.

Acknowledgements. This work was supported in part by the One U.P. Faculty Grant 2019-101374. The author is grateful
to the referee for the valuable comments and suggestions that led to the enhancement of the manuscript.

REFERENCES

[1] F. Abergel and R. Temam, On some control problems in fluid mechanics. Theoret. Comput. Fluid Dyn. 1 (1990) 303-325.

[2] R.A. Adams, Sobolev Spaces. Academic Press, New York (1975).

[3] D.N. Arnold, F. Brezzi, and M. Fortin, A stable finite element for the Stokes equations. Calcolo 21 (1984) 337-344.

[4] J.L. Boldrini, E. Fernandéz-Cara and M. A. Rojas-Medar, An optimal control problem for a generalized Boussinesq model:
the time dependent case. Rev. Mat. Complete. 20 (2007) 339-366.

[5] E. Casas, C. Clason and K. Kunisch, Approximation of elliptic control problems in measure spaces with sparse solutions. STAM
J. Control Optim. 50 (2012) 1735-1752.

[6] E. Casas, C. Clason and K. Kunisch, Parabolic control problems in measure spaces with sparse solutions. STAM J. Control
Optim. 51 (2013) 28-63.

[7] E. Casas and K. Kunisch, Optimal control of semilinear elliptic equations in measure spaces. STAM J. Control Optim. 52
(2014) 339-364.

[8] E. Casas and K. Kunisch, Optimal control of the two-dimensional stationary Navier—Stokes equations with measure valued
controls. STAM J. Control Optim. 57 (2019) 1328-1354.

[9] E. Casas and K. Kunisch, Parabolic control problems in space-time measure spaces. ESAIM: COCV 22 (2016) 355-370.

[10] C. Clason and K. Kunisch, A duality-based approach to elliptic control problems in non-reflexive Banach spaces. ESAIM:
COCV 17 (2011) 243-266.

[11] A. Ern and J.-L. Guermond, Theory and Practice of Finite Elements. Springer (2004).

[12] G. Galdi, An Introduction to the Mathematical Theory of the Navier—Stokes Equations. Springer, New York (2011).

[13] V. Girault and P. A. Raviart, Finite Element Methods for Navier—Stokes Equations: Theory and Algorithms. Springer-Verlag,
Berlin (1986).

[14] M. Hinze and U. Matthes, Optimal and model predictive control of the Boussinesq approximation, in Control of Coupled
Partial Differential Equations, edited by K. Kunisch, J. Sprekels, G. Leugering and F. Troltzsch. Birkhduser Basel (2007).

[15] K. Ito and S.S. Ravindran, Optimal control of thermally convected fluid flows. SIAM J. Sci. Comput. 19 (1998) 1847-1869.

[16] H. Kim, Existence and regularity of very weak solutions of the stationary Navier—Stokes equations. Arch. Ration. Mech. Anal.
193 (2009) 117-152.

[17] H. Kim, The existence and uniqueness of very weak solutions of the stationary Boussinesq system. Nonlinear Anal. Real World
Appl. 75 (2012) 317-330.

[18] K. Kunisch, K. Pieper and B. Vexler, Measure valued directional sparsity for parabolic optimal control problems. SIAM J.
Control Optim. 52 (2014) 3078-3108.

[19] K. Kunisch, P. Trautmann and B. Vexler, Optimal control of the undamped linear wave equation with measure valued controls.
SIAM J. Control Optim. 54 (2016) 1212-1244.

[20] B. Kummer, Newton’s method based on generalized derivatives for nonsmooth functions: Convergence analysis, edited by Oettli
W., Pallaschke D. Advances in Optimization. Lecture Notes in Economics and Mathematical Systems, vol 382. Springer, Berlin,
Heidelberg (1992) 171-194.

[21] H.-C. Lee and B. C. Shin, Piecewise optimal distributed controls for 2D Boussinesq equations. Math. Methods Appl. Sci. 23
(2000) 227-254.

[22] H.-C. Lee and O.Yu. Imanuvilov, Analysis of optimal control problems for the 2-D stationary Boussinesq equations. J. Math.
Anal. Appl. 242 (2000) 191-211.

[23] J. M. Mihaljan, A rigorous exposition of the Boussinesq approximations applicable to a thin layer of fluid. Astrophys. J. 136
(1962) 1126-1133.

[24] L. Qi and J. Sun, A nonsmooth version of Newton’s method. Math. Program. 58 (1993) 353-367.

[25] W. Rudin, Real and Complex Analysis. McGraw-Hill Book Co., London (1970).

[26] P.A. Tapia, LP-theory for the Boussinesq system, Ph.D. thesis, University of Chile (2015).



OPTIMAL BOREL MEASURE CONTROLS FOR THE TWO-DIMENSIONAL STATIONARY BOUSSINESQ SYSTEM 33

[27] F. Troltzsch and D. Wachsmuth, Second-order sufficient optimality conditions for the optimal control of Navier—Stokes
equations. ESAIM: COCV 12 (2006) 353-367.
[28] E. Zeidler, Nonlinear Functional Analysis and its Applications I, Springer-Verlag, New York (1986).

Subscribe to Open (S20)

A fair and sustainable open access model

This journal is currently published in open access under a Subscribe-to-Open model (S20). S20 is a transformative
model that aims to move subscription journals to open access. Open access is the free, immediate, online availability
of research articles combined with the rights to use these articles fully in the digital environment. We are thankful to
our subscribers and sponsors for making it possible to publish this journal in open access, free of charge for authors.

Please help to maintain this journal in open access!

Check that your library subscribes to the journal, or make a personal donation to the S20 programme, by contacting
subscribers@edpsciences.org

More information, including a list of sponsors and a financial transparency report, available at:
https://www.edpsciences.org/en/maths-s2o0-programme



mailto:subscribers@edpsciences.org
https://www.edpsciences.org/en/maths-s2o-programme

	Optimal Borel measure controls for the two-dimensional stationary Boussinesq system
	1 Introduction
	2 Analysis of the state equations
	2.1 Preliminaries
	2.2 Well-posedness of the state equation
	2.3 Local differentiability at regular points

	3 Analysis of the optimal control problem
	4 Second-order optimality conditions
	5 Numerical approximations
	5.1 Finite element approximation
	5.2 Numerical example


	References

