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1. Introduction
The aim of this paper is to study linear symmetric hyperbolic systems with damp-
ing, differential constraints and delay. Differential constraints for the states occur
naturally in certain models in fluid dynamics and electromagnetism. They appear in
the system itself, for example in the Euler–Maxwell system, or they are introduced
to factor out spurious solutions as in the case of the wave equation. In this work,
we consider the multidimensional hyperbolic system

A0∂tu(t, x) +
d∑
j=1

Aj∂xju(t, x) + Lu(t, x) +Mu(t− τ, x) = 0,

d∑
j=1

Qj∂xju(t, x) +Ru(t, x) = 0, u(0, x) = u0(x), u(θ, x) = z0(θ, x),

(1.1)

for t > 0, x ∈ Rd and θ ∈ (−τ, 0) with unknown state u : (0,∞) × Rd → Rn. The
positive integers d and n represent the dimension and the number of equations in
the system. For this system, u0 and z0 correspond to the initial data and initial
history, respectively. Our main concern is to develop a well-posedness theory, pro-
vide sufficient conditions that lead to the asymptotic stability of the solutions, and
determine the decay structure. The positive constant τ represents a delay.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



G. Peralta 2 / 40

In (1.1), we assume that all of the coefficient matrices have real entries. The
matrices L, M and Aj for 0 ≤ j ≤ d have size n × n, while the matrices R and
Qj for 1 ≤ j ≤ d have size n1 × n, where n1 represents the number of constraints.
Here, L and M will be referred as the damping (or relaxation) and delay matrices,
respectively. It is allowed that the matrices Qj and R to vanish and in such case we
simply have a hyperbolic system with delay. All throughout, we suppose that (1.1)
is symmetric, that is, Aj is symmetric for all 0 ≤ j ≤ d. Moreover, we assume that
A0 is positive definite.

The physical models we often encounter deal with the case where the state is
independent of the past. However in some situation, this is only an approximation
and a more realistic setting is to include the dependence of the dynamics on the
past states. For this reason, one could incorporate delay in the system and study
its effect. The study of delay to partial differential equations caught its attention
in control theory, specifically in the boundary feedback stabilization of the one-
dimensional wave equation. It has been shown in [5, 6] that the presence of delay in
the boundary feedback for the string equation can lead to instability. These works
have been extended in the multidimensional setting in [15]. Roughly, if damping
dominates the delay factor, then the energy of the solutions for the wave equation
tends to zero exponentially. The delay in the damping occurs either in the interior
or on the boundary. In the event where the damping and delay factors are equal,
there are solutions where the energy is conserved. The proofs rely on semigroup and
energy methods, observability estimates and a compactness-uniqueness argument.

The main goal of this paper is to determine sufficient conditions on the damping
and delay matrices in (1.1) in order for its solution to be stable for every delay τ > 0.
Our structural condition, see condition (M) below, is similar to the one stated in [8]
for systems of differential equations with delay.

By introducing a state variable that keeps track of the history, the system (1.1) will
be expressed as a hyperbolic system coupled to a transport system with parameter.
For partial differential equations with delay on a bounded domain, for example,
the wave, heat and Schrödinger equations, the existence and uniqueness of solutions
can be obtained through semigroup methods, Kato’s theorem for evolution equations
and Faedo–Galerkin approximations, see [7, 12, 17, 15, 16, 18, 19] to name a few.
The approach we shall pursue here is based on the Friedrichs method. The basic
idea is to derive a priori estimates for suitably smooth functions and apply a duality
argument. Weak solutions for rough data are formulated through a variational
equation. The corresponding results rely on the well-posedness theory for hyperbolic
systems as well as for a decoupled system of transport equations with parameter.
For completeness and clarity, we present the results of the latter.

For data that are smooth and compatible, we expect better regularity for the
solutions. This will be proved by a standard approximation argument and the a
priori estimates for hyperbolic operators in Sobolev spaces. We would like to note
that the advantage of Friedrichs method is its applicability even in the case of
variable-coefficients, see for instance [3]. Another reason of using this method is the
following: For hyperbolic partial differential equations, there is a trade-off in the
regularity between time and space. The higher regularity with respect to time, the
less spatial derivatives are available. Now for the delay variable, which satisfies a
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hyperbolic partial differential equation with parameter, the trade-off is now on three
quantities, namely time, space and the variable with respect to history.

The plan of the paper is as follows. In Section 2, we present the suitable condi-
tions for the matrices involved in (1.1) that guarantee stability. The well-posedness
of transport equations with parameter and hyperbolic systems with delay will be
developed in Sections 3 and 4, respectively. In Sections 5, 6 and 8, we establish the
asymptotic stability, standard decay estimates, and regularity-loss type estimates.
Specific examples that illustrate our results are provided in Sections 7 and 8. These
are the wave, Timoshenko, and Euler–Maxwell systems with delay.

The Sobolev space W k,p(Rd) will be simply denoted by W k,p and Hk := W k,2.
We let H∞ :=

⋂∞
m=0H

k. If X is a Banach space and m is a nonnegative inte-
ger, then Cm(0, T ;X) is the space of functions from [0, T ] into X whose derivatives
up to order m are continuous. We shall also use the shorthand W k,p

θ (W j,q) :=
W k,p(−τ, 0;W j,q(Rd)). For example, L2

θ(H
k) := L2(−τ, 0;Hk(Rd)). Depending on

the context, 〈·, ·〉 denotes the inner product in Cn or Rn. The gradient of a func-
tion u : Rd → Rn is denoted by ∂xu := (∂x1u, . . . , ∂xdu)T where the superscript T

represents transposition.

2. Structural Conditions on the Coefficient Matrices
In this section, we list the structural assumptions on the coefficient matrices that
will guarantee the stability of the solutions of the system (1.1). We follow the
presentation in [29]. The principal symbol of (1.1) is given by iA(ξ), where A(ξ) :=
A1ξ1 + · · · + Adξd for ξ := (ξ1, . . . , ξd)

T ∈ Rd. Similarly, we define by iQ(ξ) :=
i(Q1ξ1 + · · ·+Qdξd) the principal symbol of the constraint. The unit sphere in Rd is
denoted by Sd−1. Given a square real matrix A, the symmetric and skew-symmetric
parts of A are given by A1 := (A+AT )/2 and A2 := (A−AT )/2, respectively, so that
A = A1 + A2. The orthogonal projection of Cn onto the orthogonal complement of
the kernel of A will be denoted by PA. Equivalently, PA is the orthogonal projection
onto the range of AT , and as a consequence, I − PA is the orthogonal projection
onto the kernel of A. Recall that PA and I − PA are symmetric matrices.

For the damping or relaxation matrix L, we impose the following condition.
(L) The matrix L is nonnegative and has a nontrivial kernel.
It is not assumed that the relaxation matrix L is symmetric. Thus, condition

(L) provides dissipation only in the orthogonal complement of the kernel of L1.
To obtain dissipation terms in the space Ker(L)⊥, we introduce the compensating
matrix S as in [29].

(S) There exists a real n×n matrix such that SA0 is symmetric, (SL+L)1 ≥ 0,
Ker((SL+ L)1) = Ker(L), and

〈SMz, u〉 = 0 for all (z, u) ∈ Cn ×Ker(L). (2.1)

The equation (2.1) means that the range of SM and the kernel of L are orthogonal.
With respect to the delay matrix M , we assume the following condition.

(M) There exist real n× n symmetric matrices G and N such that GA0 is sym-
metric positive definite, N is positive definite on Ker(M)⊥, Ker((GL)1) =
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Ker(L1),

〈GMz, u〉 = 0 for all (z, u) ∈ Cn ×Ker(L1),

and the symmetric block matrix

ΨG,N,M :=

(
2(GL)1 − PMNPM GM

MTG N

)
is positive definite on Ker(L1)

⊥ ×Ker(M)⊥.
This condition is similar to the one presented in [8, p. 107]. Due to the possible

degeneracy of the matrices L and M , positivity is only assumed on the orthogonal
complements of their kernels. If M vanishes, the case when there is no delay, one
can see that condition (M) follows from condition (L) by taking G = I and N = L1.
Also, condition (M) implies that Ker(L1) ⊂ Ker(M). Indeed, suppose that u ∈
Ker(L1). Then, for some constant cN > 0 it holds that cN |PMu|2 ≤ 〈NPMu, PMu〉 ≤
2〈(GL)1u, u〉 = 0 because the kernels of L1 and (GL)1 coincide. Thus, PMu = 0,
which implies that u ∈ Ker(M).

The constraint in (1.1) will be satisfied for all t > 0 as soon as the initial data
satisfies it and if the matrices appearing in the constraint as well as those in the
PDE satisfy certain conditions. For this, we consider the following assumption.

(Q) The matrices Q(ω) and R satisfy

Q(ω)(A0)−1A(ω) = R(A0)−1L = R(A0)−1M = 0,

Q(ω)(A0)−1L+R(A0)−1A(ω) = Q(ω)(A0)−1M = 0,

for every ω ∈ Sd−1.
We denote by Π1 the orthogonal projection of Cn onto the image of R, and

hence Π2 := I − Π1 is the orthogonal projection onto the kernel of RT . To derive
energy estimates for the derivatives of the state components, we need the following
condition, which is referred as the Shizuta–Kawashima condition [27].

(K) There exist n × n real matrices K l for 1 ≤ l ≤ d such that K lA0 is skew-
symmetric for all l and

d∑
j,l=1

(K lAj)1ωjωl > 0 on Ker(Π2Q(ω)) ∩Ker(L)

for every ω := (ω1, . . . , ωd) ∈ Sd−1.
Conditions (S) and (K) imply the existence of a constant ϑ > 0 such that

k∑
j,l=1

(K lAj)1ωjωl + ϑ(SL+ L)1 > 0 on Ker(Π2Q(ω)) (2.2)

for every ω ∈ Sd−1.
Our final set of assumptions deal with conditions that will determine the decay

structure of (1.1). For a standard decay, the following assumption is sufficient.
(S)s A real n1 × n1 real matrix W exists with W1 ≥ 0 on the image of R and

i(SA(ω)−Q(ω)TΠ1WR)2 ≥ 0 on Cn

for every ω ∈ Sd−1, where S is the matrix in condition (S).
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A weaker version of the previous condition is the following, whose corresponding
decay will be of regularity-loss type. This means that we need additional regularity
for the initial data to obtain stability of solutions.

(S)r There is an n1 × n1 real matrix W such that W1 ≥ 0 on the image of R and

i(SA(ω)−Q(ω)TΠ1WR)2 ≥ 0 on Ker(L1)

for every ω ∈ Sd−1, where S is the matrix in condition (S).
Both conditions (S)s and (S)r were introduced in [29]. The rest of the section will

be devoted in studying condition (M) and specifically on the block matrix ΨG,N,M .
The first observation is that the positivity of ΨG,N,M is equivalent to the positivity
with respect to Ker(L1)

⊥ with possibly a different matrix N .

Theorem 2.1. Let G be a real symmetric matrix as in condition (M). Then, there
is an n× n symmetric matrix N that is positive definite on Ker(M)⊥ such that

〈ΨG,N,M(u, z), (u, z)〉 ≥ α(|PL1u|2 + |PMz|2) (2.3)

for some α > 0 and for every (u, z) ∈ Cn × Cn if and only if there is an n × n

symmetric matrix Ñ which is positive definite on Ker(M)⊥ such that

〈ΨG,Ñ,M(u, z), (u, z)〉 ≥ α̃|PL1u|2 (2.4)

for some α̃ > 0 and for every (u, z) ∈ Cn × Cn.

Proof. One can see that (2.3) implies (2.4) by taking N = Ñ . For the other
direction, let N = Ñ + εPM where ε > 0. The block matrices associated with N

and Ñ are related by

ΨG,N,M = ΨG,Ñ,M +

(
−εPM 0

0 εPM

)
.

As before, (2.4) implies that the kernel of L1 lies in the kernel of M and as a
consequence 〈PMu, u〉 = 〈PMPL1u, PL1u〉. By choosing ε < α̃/‖PM‖, where ‖ · ‖ is
the operator norm, we have α̃|PL1u|2−ε〈PMPL1u, PL1u〉 ≥ (α̃−ε‖PM‖)|PL1u|2 > 0.
Then, we can see that (2.4) implies (2.3) with α = α̃− ε‖PM‖. �

If the delay matrix is symmetric and nonnegative, then a sufficient condition for
the positivity of the block matrix in condition (M) is given by the following theorem.

Theorem 2.2. Suppose that M ≥ 0 is symmetric and L1 −M > 0 on Ker(L1).
Then, ΨI,M,M > 0 on Ker(L1)

⊥ ×Ker(M)⊥.

Proof. Given (u, z) ∈ Cn × Cn we have

〈ΨI,M,M(u, z), (u, z)〉 = 2〈L1u, u〉 − 〈MPMu, PMu〉+ 2Re〈Mu, z〉+ 〈Mz, z〉. (2.5)

By the symmetry of the delay matrix M , we obtain 〈Mz, z〉 = 〈MPMz, PMz〉 and
〈Mu, z〉 = 〈MPMu, PMz〉, and therefore, by the Cauchy–Schwarz inequality we have

|〈Mu, z〉| ≤ 1

2
〈MPMu, PMu〉+

1

2
〈MPMz, PMz〉. (2.6)

Using (2.6) in (2.5) yields the estimate

〈ΨI,M,M(u, z), (u, z)〉 ≥ 2〈(L1 − PMMPM)u, u〉 = 2〈(L1 −M)u, u〉 ≥ α̃|PL1u|2,
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for some α̃ > 0. The conclusion now follows from Theorem 2.1. �

We close this section by proving the invariance of the condition (M) with respect
to a class of orthogonal matrices.

Theorem 2.3. Let J be a real orthogonal n×n matrix, that is, JTJ = I, such that
(i) J(Ker(M)) = Ker(M) and J(Ker(M)⊥) = Ker(M)⊥

(ii) 〈NPMu, PMu〉 = 〈NPMJu, PMJu〉 for all u ∈ Cn.
If M satisfies condition (M), then so is MJ . In particular, −M satisfies condition
(M) if and only if M satisfies the condition.

Proof. Property (i) implies that the kernels of MJ and M coincide, and in par-
ticular, Ker(MJ)⊥ = Ker(M)⊥ and PMJ = PM . Given u ∈ Cn there holds

PMJu = PMJPMu+ PMJ(I − PM)u = JPMu

since JPMu ∈ Ker(M)⊥ and J(I − PM)u ∈ Ker(M). Hence, PM and J commute,
and consequently, PM and JT also commute by symmetry of PM . If (u, z) ∈ Cn×Cn,
then we derive from (ii) and the preceding statement that

〈ΨG,N,M(u, Jz), (u, Jz)〉
= 2〈L1u, u〉 − 〈NPMu, PMu〉+ 2Re〈GMJz, u〉+ 〈NJz, Jz〉
= 2〈L1u, u〉 − 〈JTNJPMJu, PMJu〉+ 2Re〈GMJz, u〉+ 〈JTNJz, z〉
= 〈ΨG,JTNJ,MJ(u, z), (u, z)〉.

Using condition (M) and the fact that PM and J commute, we can see from
these equations that ΨG,JTNJ,MJ > 0 on Ker(L1)

⊥ × Ker(M)⊥. Finally, since J is
bijective, it follows that 〈GMJz, u〉 = 0 for every z ∈ Cn and u ∈ Ker(L1). These
prove that MJ satisfies condition (M). �

Notice that M satisfies (2.1) if and only if MJ satisfies 〈SMJz, u〉 = 0 for every
z ∈ Cn and u ∈ Ker(L). Also, the conditions involving the matrix M in hypothesis
(Q) hold if and only if those conditions are satisfied by MJ . The previous theorem
together with the above remark will imply the stability of (1.1), with M replaced
by MJ , where J is an orthogonal matrix satisfying (i) and (ii), provided that the
original system with delay matrix M is also stable.

3. Transport Equations with Parameter
The goal of the present section is to discuss the well-posedness of the following
transport equation with parameter

∂tz(t, θ, x)− ∂θz(t, θ, x) + az(t, θ, x) = 0 for (t, θ, x) ∈ (0, T )× (−τ, 0)× Rd,

z(t, 0, x) = v(t, x) for (t, x) ∈ (0, T )× Rd,

z(0, θ, x) = z0(θ, x) for (θ, x) ∈ (−τ, 0)× Rd,

(3.1)
that will be useful in the study of the system (1.1). Here, a is a fixed real number
and z : (0, T )× (−τ, 0)× Rd → Rn is the unknown state. Such equation will occur
once we introduce a state component that keeps track of the history. We would like
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to point out that the results in this section are analogous to the usual transport
equations. However, for clarity in the development of the well-posedness for (1.1)
and for future reference, we decided to include them here. Define the differential
operator

L1z := ∂tz − ∂θz + az, (3.2)

whose formal adjoint is given by L ∗
1 z := −∂tz + ∂θz + az.

First, we start with the definition of a weak solution for given square integrable
data v ∈ L2(0, T ;L2) and z0 ∈ L2

θ(L
2). A function z ∈ L2((0, T ) × (−τ, 0) × Rd) is

called a weak solution of (3.1) if the variational equation∫ T

0

∫ 0

−τ
(z,L ∗

1 ψ)L2 dθ dt =

∫ 0

−τ
(z0, ψ|t=0)L2 dθ +

∫ T

0

(u, ψ|θ=0)L2 dt (3.3)

holds for every ψ ∈ L2(Rd;H1((0, T )×(−τ, 0))) such that ψ|t=T = 0 and ψ|θ=−τ = 0.
It is clear that every classical solution is also a weak solution. The existence of

weak solutions will be obtained using the following result in [22] inspired by the
Friedrichs work [7].

Theorem 3.1. Let X and Z be Hilbert spaces, Y be a subspace of X, and Λ : Y →
X, Ψ : Y → Z, Φ : Y → Z be linear operators. Suppose that W = Ker(Φ) and
Λ(W ) are nontrivial. If there exist γ > 0 and C > 0 such that

γ‖w‖2X + ‖Ψw‖2Z ≤ C(γ−1‖Λw‖2X + ‖Φw‖2Z), for all w ∈ Y, (3.4)

then the variational equation

(u,Λw)X = (F,w)X + (G,Ψw)Z , for all w ∈ W, (3.5)

for a given (F,G) ∈ X×Z has a solution u ∈ X. In addition, the solution is unique
if and only if Λ(W ) is dense in X.

Applying the above result requires some a priori estimate. First, let us derive
the estimate associated with L1. For a smooth function ψ, we multiply both sides
of the equation (3.2) by e−2γtψ, where γ ≥ 1 is a constant to be chosen below, to
obtain

1

2
∂t(e

−2γt|ψ|2)− 1

2
∂θ(e

−2γt|ψ|2) + (γ + a)e−2γt|ψ|2 = e−2γt〈L1ψ, ψ〉.

Integrating this equation over (0, σ)× (−τ, 0)×Rd, using Young’s inequality to the
right-hand side, and then choosing γ0 ≥ 1 sufficiently large, we have

e−2γσ‖ψ|t=σ‖2L2
θ(L

2) + γ

∫ σ

0

e−2γt‖ψ‖2L2
θ(L

2) dt+

∫ σ

0

e−2γt‖ψ|θ=−τ‖2L2 dt (3.6)

≤ C

(
‖ψ|t=0‖2L2

θ(L
2) +

1

γ

∫ σ

0

e−2γt‖L1ψ‖2L2
θ(L

2) dt+

∫ σ

0

e−2γt‖ψ|θ=0‖2L2 dt

)
for every σ ∈ [0, T ], for every γ ≥ γ0, and for some C > 0. By a density argument,
(3.6) is satisfied for every ψ ∈ L2(Rd;H1((0, T )× (−τ, 0))). The dual version of this
estimate is the following: for every γ ≥ γ∗0 and σ ∈ [0, T ] it holds that

‖ψ|t=0‖2L2
θ(L

2) + γ

∫ σ

0

e2γt‖ψ‖2L2
θ(L

2) dt+

∫ σ

0

e2γt‖ψ|θ=0‖2L2 dt (3.7)
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≤ C

(
e2γσ‖ψ|t=σ‖2L2

θ(L
2) +

1

γ

∫ σ

0

e2γt‖L ∗
1 ψ‖2L2

θ(L
2) dt+

∫ σ

0

e2γt‖ψ|θ=−τ‖2L2 dt

)
for some constants C > 0 and γ∗0 ≥ 1, and for every ψ ∈ L2(Rd;H1((0, T )×(−τ, 0))).

For data that will be regular and compatible, we have additional regularity of
the weak solution. For this we need a priori estimates in terms of the Sobolev
norms. Given 0 ≤ j ≤ m, if we replace ψ by ∂jt ∂kθ∂`xψ in (3.6), take the sum over all
0 ≤ k ≤ m− j, 0 ≤ j ≤ m and 0 ≤ ` ≤ s, and then finally take the supremum over
all σ ∈ [0, T ], we obtain the weighted a priori estimate

m∑
j=0

sup
0≤t≤T

e−2γt‖∂jtψ(t)‖2
Hm−j
θ (Hs)

+ γ
m∑
j=0

∫ T

0

e−2γt‖∂jtψ‖2Hm−j
θ (Hs)

dt

+
m∑
j=0

∫ T

0

e−2γt‖∂jtψ|θ=−τ‖2Hs dt ≤ C

γ

m∑
j=0

∫ T

0

e−2γt‖∂jtL1ψ‖2Hm−j
θ (Hs)

dt

+ C

m∑
j=0

∫ T

0

e−2γt‖∂jtψ|θ=0‖2Hs dt+ C

m∑
j=0

‖∂jtψ|t=0‖2Hm−j
θ (Hs)

(3.8)

for every ψ ∈ Hm+1((0, T )× (−τ, 0);Hs).

Theorem 3.2. Given z0 ∈ L2
θ(L

2) and v ∈ L2(0, T ;L2), the equation (3.1) admits
a unique weak solution.

Proof. Let X = L2((0, T )× (−τ, 0)× Rd), Y = L2(Rd;H1((0, T )× (−τ, 0))), and
Z = L2(0, T ;L2) × L2

θ(L
2). Define the operators Λ : Y → X, Ψ : Y → Z, and

Φ : Y → Z as follows:

Λψ := L ∗
1 ψ, Ψψ := (ψ|θ=0, ψ|t=0), Φψ := (ψ|θ=−τ , ψ|t=T )

for ψ ∈ Y . The variational equation (3.3) can now be written in the form (3.5).
From the a priori estimate (3.7), one can see that (3.4) is satisfied, and therefore by
Theorem 3.1, (3.1) has a weak solution.

To establish uniqueness, we proceed by a duality argument. Suppose that z1 and
z2 are two weak solutions and let z := z1 − z2. Then, it follows that∫ T

0

∫ 0

−τ
(z,L ∗

1 ψ)L2 dθ dt = 0 (3.9)

for every ψ ∈ Ker(Φ). Let (φn)∞n=1be a sequence of infinitely differentiable functions
with compact support in (0, T ) × (−τ, 0) × Rd such that φn → z in L2((0, T ) ×
(−τ, 0)× Rd). The backward-in-time transport equation

−∂tψn + ∂θψn + aψn = φn, ψn|t=T = 0, ψn|θ=−τ = 0

has a classical solution, so that ψn ∈ Y for each n. Using this test function in (3.9)
and then passing to the limit, we see that z = 0 almost everywhere. Therefore, the
weak solution of (3.1) is unique. �

To prove regularity of the solutions, the following observation will be useful. Given
z0, we define recursively zj := ∂θzj−1 − azj−1. We say that the data (z0, v) is
compatible up to order k − 1 if ∂jt v|t=0 = zj|θ=0 for every 0 ≤ j ≤ k − 1.
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Theorem 3.3. Let k and s be nonnegative integers. If the pair (z0, v) ∈ Hk
θ (Hs)×

Hk(0, T ;Hs) is compatible up to order k − 1 if k ≥ 1, then there is a sequence
(z0n, vn) ∈ Hk+1

θ (Hs+1)×Hk+1(0, T ;Hs+1) compatible up to order k for every n and
(z0n, vn)→ (z0, v) in Hk

θ (Hs)×Hk(0, T ;Hs).

Proof. Let ρε be a standard mollifier with respect to x, that is, ρε(x) := ε−dρ(x
ε
)

where ρ ∈ D(Rd) satisfies
∫
Rd ρε(x) dx = 1, and let Rεv := ρε ∗ v. Then, the

regularized data (Rεz0, Rεv) ∈ Hk
θ (H∞) × Hk(0, T ;H∞) is still compatible up to

order k − 1 and

(Rεz0, Rεv)→ (z0, v) in Hk
θ (Hs)×Hk(0, T ;Hs)

as ε→ 0. For a fix ε > 0, take a sequence (zε0n, v
ε
n1) ∈ Hk+1

θ (H∞)×Hk+1(0, T ;H∞)
such that as n→∞ there holds

(zε0n, v
ε
n1)→ (Rεz0, Rεv) in Hk

θ (Hs)×Hk(0, T ;Hs).

For example, we first extend Rεz0 to a function in Hk(R;H∞) by a standard re-
flection argument, see [1] for instance, and if R̃δ is the corresponding convolution
operator with respect to θ, then we may take zε0n to be the restriction of R̃1/n(Rεz0)
in (−τ, 0).

Define vεn := vεn1 − vεn2 where vεn2 ∈ Hk+1(0, T ;Hs+1) is a function that will be
constructed below that satisfies vεn2 → 0 in Hk+1(0, T ;Hs+1). For each 0 ≤ j ≤ k,
define

σnj := ∂jt v
ε
n1|t=0 − zε0nj|θ=0 ∈ Hk−j+s+ 3

2 .

From the compatibility conditions for the data (Rεz0, Rεv), we have σnj → 0 in
Hk−j+s+ 3

2 as n → ∞ for every 0 ≤ j < k. According to trace theory, for each n
there exists hn ∈ Hk+s+2((0, T )× Rd) ⊂ Hk+1(0, T ;Hs+1) such that ∂jthn|t=0 = σnj
for all 0 ≤ j < k, ∂kt hn|t=0 = 0, and hn → 0 in Hk+1(0, T ;Hs+1).

Let vεn2 := hn + gn, where gn := g̃n ⊗ σn,k and g̃n ∈ Hk+1(0, T ) satisfies

g̃(j)n (0) = 0, for j = 0, 1, . . . , k − 1, g̃(k)n (0) = 1, ‖g̃n‖Hk+1(0,T ) → 0.

For the construction of g̃n, we refer to [22, 25]. If j < k, then

∂jt v
ε
n|t=0 = ∂jt v

ε
n1|t=0 − ∂

j
thn|t=0 = zε0nj|θ=0.

Also, ∂kt vεn|t=0 = ∂kt v
ε
n1|t=0 − σnk = zε0nk|θ=0.

We now construct the sequence (z0n, vn) as follows. Given a positive integer n,
let (z0n, vn) := (z

1/n
0N , v

1/n
N ) for a sufficiently large N = N(n) be such that

‖(z0n, vn)− (R1/nz0, R1/nv)‖Hk
θ (H

s)×Hk(0,T ;Hs) <
1

n
.

From the above construction, we can see that the pair (z0n, vn) satisfies the desired
properties. �

If the function z0 in the previous theorem satisfies z0 ∈ L2
θ(L

1), then we have
Rεz0 → z0 in L2

θ(L
1). Now, for a fixed ε > 0, it holds that R̃1/n(Rεz0) → Rεz0 in

L2(R;L1), see for example [2, Section 1.3]. In particular, we have zε0n → Rεz0 in
L2
θ(L

1) and by the same argument as above, we can choose z0n such that z0n ∈ L2
θ(L

1)
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for every n and z0n → z0 in L2
θ(L

1). With a diagonalization argument we obtain the
following.

Corollary 3.4. Given (z0, v) ∈ L2
θ(L

2)×L2(0, T ;L2) and positive integers k and s,
there exists a sequence of data (z0n, vn) ∈ Hk

θ (Hs) ×Hk(0, T ;Hs) compatible up to
order k − 1 for each n and

(z0n, vn)→ (z0, v) in L2
θ(L

2)× L2(0, T ;L2).

Moreover, if z0 ∈ L2
θ(L

1), then z0n can be chosen to be an element of L2
θ(L

1) and
z0n → z0 in L2

θ(L
1).

Let {t > −θ} := {(t, θ) : t > −θ} and {t < −θ} := {(t, θ) : t < −θ}. Notice that
the weak solution of (3.1) z as well as L1z lie in L2(Rd;L2((0, T ) × (−τ, 0))), and
hence, a priori we have the trace regularity z|θ=−τ , z|θ=0 ∈ L2(Rd;H−1/2(0, T )). Now
we show that in fact they are both in L2(0, T ;L2) and that the weak solutions coin-
cide with the one given by the method of characteristics. The former is sometimes
called hidden regularity in control theory literature.

Theorem 3.5. The weak solution of the system (3.1) satisfies z ∈ C(0, T ;L2
θ(L

2)),
z|θ=−τ , z|θ=0 ∈ L2(0, T ;L2) and the following energy estimate

sup
0≤t≤T

e−2γt‖z(t)‖2L2
θ(L

2) + γ

∫ T

0

e−2γt‖z‖2L2
θ(L

2) dt

+

∫ T

0

e−2γt(‖z|θ=−τ‖2L2 + ‖z|θ=0‖2L2) dt ≤ C

(
‖z0‖2L2

θ(L
2) +

∫ T

0

e−2γt‖v‖2L2 dt

)
holds for every γ ≥ γ0 and for some constants C > 0 and γ0 ≥ 1. The weak solution
is given explicitly by

z(t, θ, x) =

{
eaθv(t+ θ, x) in ({t > −θ} ∩ (0, T )× (−τ, 0))× Rd,

eaθz0(t+ θ, x) in ({t < −θ} ∩ (0, T )× (−τ, 0))× Rd.
(3.10)

Proof. By choosing k and s sufficiently large in Corollary 3.4, one can construct
a sequence (z0n, vn) of continuously differentiable data that are compatible up to
order 1 and tends to (z0, v) in L2

θ(L
2) × L2(0, T ;L2). For example one may take

k = 2 and s > d
2

+ 1. It can be easily verified that the transport equation (3.1) with
boundary data vn and initial data z0n has the classical solution

zn(t, θ, x) =

{
eaθvn(t+ θ, x) in ({t > −θ} ∩ (0, T )× (−τ, 0))× Rd,

eaθz0n(t+ θ, x) in ({t < −θ} ∩ (0, T )× (−τ, 0))× Rd.
(3.11)

Applying the a priori estimate (3.6) to zn−zm, one can see that (zn)n is a Cauchy
sequence in C(0, T ;L2

θ(L
2)), while (z|θ=−τ )n and (zn|θ=0)n are a Cauchy sequences

in L2(0, T ;L2). By passing to the weak formulation of the equation for zn, we can
see that the limit in C(0, T ;L2

θ(L
2)) is a weak solution, and thus, the limit must be

the weak solution of (3.1) by uniqueness. Note that the traces zn|θ=−τ and zn|θ=0

tend to z|θ=−τ and z|θ=0 in L2(Rd;H−1/2(0, T )), respectively, and consequently in
L2(0, T ;L2) by uniqueness of limits in the sense of distributions. Passing to the
limit in (3.11), up to a subsequence we can see that the weak solution of (3.1) is
given by (3.10). The energy estimate can be obtained by passing to the limit of the
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priori estimate (3.6) for zn. �

If z is the weak solution of (3.1), then the differential equations are satisfied in
the sense of distributions, the boundary and initial conditions are satisfied in L2,
and the variational equation∫ T

0

∫ 0

−τ
(z,L ∗

1 ψ)L2 dθ dt =

∫ 0

−τ
(z0, ψ|t=0)L2 dθ +

∫ T

0

(u, ψ|θ=0)L2 dt

−
∫ T

0

(z|θ=−τ , ψ|θ=−τ )L2 dt (3.12)

holds for every ψ ∈ L2(Rd;H1((0, T )×(−τ, 0))). Letting n→∞ in (3.11), it follows
that z|θ=−τ is given by

z|θ=−τ (t, x) =

{
e−aτv(t− τ, x) if t > τ,

e−aτz0(t− τ, x) if 0 < t < τ.

With additional regularity for the initial and boundary data, one can obtain better
regularity of the solutions. If m is a nonnegative integer and the data (z0, v) ∈
Hm
θ (Hs) ×Hm(0, T ;Hs) is compatible up to order m − 1 if m ≥ 1, then the weak

solution of (3.1) satisfies

z ∈
m⋂
j=0

Cj(0, T ;Hm−j
θ (Hs)), z|θ=−τ ∈ Hm(0, T ;Hs), (3.13)

and we have also a corresponding energy estimate

m∑
j=0

sup
0≤t≤T

e−2γt‖∂jt z(t)‖2
Hm−j
θ (Hs)

+ γ
m∑
j=0

∫ T

0

e−2γt‖∂jt z‖2Hm−j
θ (Hs)

dt (3.14)

+
m∑
j=0

∫ T

0

e−2γt‖∂jt z|θ=−τ‖2Hs dt ≤ C

(
‖z0‖2Hm

θ (Hs) +
m∑
j=0

∫ T

0

e−2γt‖∂jtu‖2Hs dt

)
.

The proofs rely on additional a priori estimates in Sobolev spaces, see (3.8). On
the other hand, if (3.1) with initial data (z0, v) ∈ Hm

θ (Hs) × Hm(0, T ;Hs) has a
solution satisfying (3.13), then the data (u, z0) is compatible up to order m− 1.

4. Well-Posedness for Hyperbolic Systems with Delay

We will recast the system (1.1) as a coupled hyperbolic system-transport system with
parameter. In this section, there are no assumptions on the matrices L andM aside
from that they have real entries. Introducing the variable z(t, θ, x) = eεθPMu(t+θ, x)
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for (t, θ, x) ∈ (0,∞)× (−τ, 0)× Rd, the system (1.1) can be written as

A0∂tu(t, x) +
d∑
j=1

Aj∂xju(t, x) + Lu(t, x) + eετMzτ (t, x) = 0,

∂tz(t, θ, x)− ∂θz(t, θ, x) + εz(t, θ, x) = 0, z(t, 0, x) = PMu(t, x),
d∑
j=1

Qj∂xju(t, x) +Ru(t, x) = 0,

u(0, x) = u0(x), z(0, θ, x) = eεθPMz0(θ, x),

(4.1)

for t > 0, x ∈ Rd and θ ∈ (−τ, 0). Here and in the succeeding sections, zτ will
denote the trace z|θ=−τ .

Define the following differential operators

L2u := A0∂tu+
d∑
j=1

Aj∂xju+ Lu, L3u :=
d∑
j=1

Qj∂xju+Ru

whose distributional adjoints are given respectively by

L ∗
2 u := −A0∂tu−

d∑
j=1

Aj∂xju+ LTu, L ∗
3 u := −

d∑
j=1

(Qj)T∂xju+RTu.

We can then rewrite (4.1) as follows
L2u = −eετMzτ
L1z = 0, z|θ=0 = PMu

L3u = 0, u|t=0 = u0, z|t=0 = eεθPMz0.

(4.2)

Before we deal with (4.1), we briefly recall the results for hyperbolic systems with-
out constraints. With respect to the hyperbolic operator L2 we have the weighted
a priori estimate, see [3] for example,

sup
0≤t≤T

e−2γt‖u(t)‖2Hs + γ

∫ T

0

e−2γt‖u‖2Hs dt

≤ C

(
‖u(0)‖2Hs +

1

γ

∫ T

0

e−2γt‖L2u‖2Hs dt

)
(4.3)

for every u ∈ H1(0, T ;Hs) and γ ≥ γ1, for some positive constants C and γ1 ≥ 1.
There is also an analogous a priori estimate for the dual operator L ∗

2 . Given an
initial data u0 ∈ L2 and a source term f ∈ L2(0, T ;L2), a function u ∈ L2((0, T )×
Rd) is called a weak solution of the system

L2u(t, x) = f(t, x), u(0, x) = u0(x) (4.4)

if for every test function φ ∈ H1((0, T )× Rd) such that φ|t=T = 0 we have∫ T

0

(u,L ∗
2 φ)L2 dt = (u0, A

0φ|t=0)L2 +

∫ T

0

(f, φ)L2 dt.

If u0 ∈ Hs and f ∈ L2(0, T ;Hs), then it is known that the Cauchy problem (4.4)
has a unique weak solution, and moreover, we have u ∈ C(0, T ;Hs) and the estimate
(4.3) holds where L2u is replaced by f .
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For source terms with more regularity, the corresponding solution has also more
regularity as well. Again they follow from the a priori estimates for Sobolev spaces.
It can shown that if the source term satisfies f ∈

⋂s
j=0H

j(0, T ;Hs−j) and u0 ∈ Hs,
then the weak solution of (4.4) satisfies the regularity u ∈ Cj(0, T ;Hs−j) for every
0 ≤ j ≤ s, see [24] for instance. Moreover, we have the energy estimate

s∑
j=0

sup
0≤t≤T

e−2γt‖∂jtu(t)‖2Hs−j + γ
s∑
j=0

∫ T

0

e−2γt‖∂jtu(t)‖2Hs−j dt

≤ C

(
‖u0‖2Hs +

1

γ

s∑
j=0

∫ T

0

e−2γt‖∂jt f(t)‖2Hs−j dt

)
. (4.5)

Now, we define the weak solutions for the hyperbolic system (4.1). Given u0 ∈ L2

and z0 ∈ L2
θ(L

2), the pair (u, z) ∈ L2(0, T ;L2)× L2((0, T )× (−τ, 0)× Rd) is called
a weak solution of (4.1) if the variational equation∫ T

0

(u,L ∗
2 φ− PMψ|θ=0)L2 dt+

∫ T

0

∫ 0

−τ
(z,L ∗

1 ψ)L2 dθ dt

= (u0, A
0φ|t=0)L2 +

∫ 0

−τ
(z0, e

εθPMψ|t=0)L2 dθ (4.6)

is satisfied for every test function (φ, ψ) ∈ H1((0, T ) × Rd) × L2(Rd;H1((0, T ) ×
(−τ, 0))) such that φ|t=T = 0, ψ|t=T = 0 and eετMTφ = ψ|θ=−τ , and the equation∫ T

0

(u,L ∗
3 ϕ)L2 dt = 0 (4.7)

holds for every ϕ ∈ L2(0, T ;H1).
For systems without constraints, the last equation trivially holds. Weak solutions

are necessarily unique according to the following lemma.

Lemma 4.1. If (u, z) is a weak solution of the system (4.1), then u is the weak
solution of the Cauchy problem

L2u = −eετMzτ , L3u = 0, u|t=0 = u0, (4.8)

and z is the weak solution of the transport system

L1z = 0, z|θ=0 = PMu, z|t=0 = eεθPMz0. (4.9)

In particular, we have u ∈ C(0, T ;L2), z ∈ C(0, T ;L2
θ(L

2)), zτ ∈ L2(0, T ;L2), and
the weak solution satisfies the estimate

‖u‖C(0,T ;L2) + ‖z‖C(0,T ;L2
θ(L

2)) + ‖zτ‖L2(0,T ;L2) ≤ CeγT (‖u0‖L2 + ‖z0‖L2
θ(L

2))

for some positive constants C and γ.

Proof. Taking φ = 0 in (4.6) shows that z is the weak solution of (4.9), and
therefore, we have zτ ∈ L2(0, T ;L2). Given φ ∈ H1((0, T )×Rd) such that φ|t=T = 0,
the homogeneous backward-in-time Cauchy problem

−∂tψ + ∂θψ + εψ = 0, ψ|θ=−τ = eετMTφ, ψ|t=T = 0
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has a compatible data, and thus, according to the previous section it has a solution
satisfying

ψ ∈ C(0, T ;H1
θ (L2) ∩ L2

θ(H
1)) ∩ C1(0, T ;L2

θ(L
2)),

and in particular, ψ ∈ L2(Rd;H1((0, T ) × (−τ, 0))). Choosing the pair (φ, ψ)
in the variational formulation (4.6) and using (3.12), it follows that u is the
weak solution of (4.8). The energy estimate of the lemma follows from the en-
ergy estimates for solutions of (4.8) and (4.9), and by taking γ sufficiently large. �

The above lemma together with Theorem 3.5 imply that z(t, θ, x) ∈ Ker(M)⊥ for
almost every (t, θ, x) ∈ (0, T )× (−τ, 0)× Rd. Let

Xc :=

{
u ∈ L2 :

d∑
j=1

Qj∂xju+Ru = 0

}
with the differential equation taken in the sense of distributions.

Theorem 4.2. If (u0, z0) ∈ Xc × L2
θ(L

2) and assumption (Q) holds, then (4.1) has
a unique weak solution.

Proof. Uniqueness follows immediately from the previous lemma. For existence, we
apply Theorem 3.1 and for this we introduce the function spaces X := L2(0, T ;L2)×
L2(0, T ;L2

θ(L
2)), Y := H1((0, T ) × Rd) × L2(Rd, H1((0, T ) × (−τ, 0))) any Z :=

L2(0, T ;L2) × L2 × L2
θ(L

2). Define the operators Λ : Y → X, Ψ : Y → Z and
Φ : Y → Z as follows:

Λ(φ, ψ) := (L ∗
2 φ− PMψ|θ=0,L

∗
1 ψ)

Ψ(φ, ψ) := (0, A0φ|t=0, e
εθPMψ|t=0)

Φ(φ, ψ) := (eετMTφ− ψ|θ=−τ , φ|t=T , ψ|t=T ).

The variational equation (4.6) can now be expressed as

((u, z),Λ(φ, ψ))X = ((0, u0, z0),Ψ(φ, ψ))Z

for every (φ, ψ) ∈ Ker(Φ). From the a priori estimates for the transport equation
with parameter (3.7) and for hyperbolic systems, the dual version of (4.5), we obtain
the priori estimate (3.4) with the help of an absorption argument. More precisely,
the terms ‖φ‖L2(0,T ;L2) and ‖ψ|θ=0‖L2(0,T ;L2) arising on the right-hand side can be
absorbed by the left-hand side by making γ sufficiently large. Therefore, (4.6) is
satisfied for some (u, z) ∈ X.

It remains to verify the constraint. For this purpose, let uδ := Rδu ∈ L2(0, T ;H∞)
and z0δ := Rδz0 ∈ L2

θ(H
∞). Let zδ be the solution of the transport system with

initial data eεθPMz0δ and boundary data PMuδ. Let uδ be the solution of the hy-
perbolic system with source term −eετMzδτ and initial data u0δ := Rδu0. Then, we
have zδτ ∈ L2(0, T ;H∞), and consequently, u ∈ H1(0, T ;H∞). Moreover, uδ → u
in L2 by uniqueness of weak solutions. Therefore, for every ϕ ∈ D((0, T )× Rd) we
obtain from the Parseval’s identity that∫ T

0

(∂tL3u
δ, ϕ)L2 dt =

∫ T

0

Re((i|ξ|Q(ω) +R)ûδt , ϕ̂)L2 dt

where ·̂ is the Fourier transform.
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According to condition (Q) and the differential equation for uδ, we have

(i|ξ|Q(ω) +R)ûδt

= |ξ|2Q(ω)(A0)−1A(ω)ûδ − i|ξ|(Q(ω)(A0)−1L+R(A0)−1A(ω))ûδ

−R(A0)−1Lûδ + ieετ |ξ|Q(ω)(A0)−1Mẑδτ + eετR(A0)−1Mẑδτ = 0.

Thus, L3u
δ is constant, and in particular, we have L3u

δ(t) = L3u0δ = Rδ(L3u0) =

0 for every t ≥ 0. Passing to the limit in
∫ T
0

(uδ,L ∗
3 ϕ)L2 dt = 0 and using the

density of D((0, T ) × Rd) in L2(0, T ;H1), we infer that the weak solution satisfies
the variational form (4.7) of the differential constraint. �

Theorem 4.3. If u0 ∈ Xc ∩Hs and z0 ∈ L2
θ(H

s), then the weak solution of (4.1)
satisfies u ∈ C(0, T ;Hs), z ∈ C(0, T ;L2

θ(H
s)), and zτ ∈ L2(0, T ;Hs).

Proof. Let u0 := u0 and z0 := eεθPMz0. Given un−1, let zn be the solution of the
transport system (4.9) with boundary data PMun−1 and initial data eεθPMz0. Then,
we have znτ ∈ L2(0, T ;Hs). Let un be the solution of the hyperbolic system (4.8) with
initial data u0 and source term −eετMznτ . Hence, it follows that un ∈ C(0, T ;Hs).
Using the energy estimates for the transport equation with parameter and hyperbolic
systems, one can derive

‖un − un−1‖2C(0,T ;Hs) + ‖zn − zn−1‖2C(0,T ;L2
θ(H

s)) + ‖znτ − zn−1τ ‖2L2(0,T ;Hs)

≤ (Ce2γTT )n−1

(n− 1)!
(‖u1 − u0‖2Hs + ‖z1 − z0‖2L2

θ(H
s))

for some C > 0 and for every n. This implies that (un)n, (zn)n, and (znτ )n are
Cauchy sequences in C(0, T ;Hs), C(0, T ;L2

θ(H
s)), and L2(0, T ;Hs), respectively.

One can see that the limit of (un, zn) is the weak solution of the system (4.1). In
fact, this follows from∫ T

0

(un,L ∗
2 φ− PMψ|θ=0)L2 dt+

∫ T

0

(un − un−1, PMψ|θ=0)L2 dt

+

∫ T

0

∫ 0

−τ
(zn,L ∗

2 ψ)L2 dθ dt = (u0, A
0φ|t=0)L2 +

∫ 0

−τ
(z0, e

εθPMψ|t=0)L2 dθ

which holds for every test function (φ, ψ) ∈ H1((0, T ) × Rd) × L2(Rd;H1((0, T ) ×
(−τ, 0))) such that φ|t=T = 0, ψ|t=T = 0, and eετMTφ = ψ|θ=−τ . Therefore,
u ∈ C(0, T ;Hs), z ∈ C(0, T ;L2

θ(H
s)) and zτ ∈ L2(0, T ;Hs). �

The solution space for the problem (4.1) with compatible data is based on the
following function spaces

Zm,k :=
m⋂
j=0

Hj
θ(H

m+k−j), Xm,k :=
m⋂
j=0

Cj(0, T ;Hm+k−j),

Ym,k :=
m⋂
j=0

Cj(0, T ;Zm−j,k), Wm,k :=
m⋂
j=0

Hj(0, T ;Hm+k−j)
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for nonnegative integers m and k. The norms of these functions spaces will be the
sum (or the max) of norms appearing in the intersections.

Given u0 and z0 we define recursively the following functions

z̃0 := eεθPMz0, z̃i := ∂θz̃i−1 − εz̃i−1,

ui := −
d∑
j=1

Aj∂xjui−1 − Lui−1 − eετMPM z̃i−1|θ=−τ .

The data (u0, z0) is said to be compatible up to order k if z̃i|θ=0 = ui for all 0 ≤ i ≤ k.

Theorem 4.4. Let m and k be nonnegative integers. Assume that the initial data
(u0, z0) ∈ (Hm+k ∩Xc)×Zm,k is compatible up to order m−1 if m ≥ 1. Then, (4.1)
has a unique solution (u, z) ∈ Xm,k × Ym,k satisfying the differential constraint for
every T > 0. Furthermore, zτ ∈ Wm,k. There exist positive constants C and γ such
that

‖u‖Xm,k + ‖z‖Ym,k + ‖zτ‖Wm,k
≤ CeγT (‖u0‖Hm+k + ‖z0‖Zm,k). (4.10)

Proof. The case m = 0 has been already established from the previous
theorem, and so, we only consider m ≥ 1. Initially we have the regularity
u ∈ C(0, T ;Hm+k), z ∈ C(0, T ;L2

θ(H
m+k)), and zτ ∈ L2(0, T ;Hm+k) accord-

ing to Theorem 4.3, and from the differential equation for u, we can see that
u ∈ H1(0, T ;Hm+k−1). The compatibility of the data (PMu, e

εθPMz0) implies that
z ∈ C(0, T ;H1

θ (Hm+k−1)) ∩ C1(0, T ;L2
θ(H

m+k−1)) and zτ ∈ H1(0, T ;Hm+k−1) ⊂
C(0, T ;Hm+k−1). Consequently, u ∈ C1(0, T ;Hm+k−1) ∩H2(0, T ;Hm+k−2) accord-
ing to the PDE for u once more. Continuing the process, we obtain that z ∈ Zm,k
and zτ ∈ Wm,k, and consequently, u ∈ Xm,k. The energy estimate (4.10) is a direct
consequence of (3.14), (4.5), and by making γ sufficiently large. �

In deriving energy estimates for (4.1), we will take more derivatives than those
that are allowable by the regularity of the solution. However, the final estimates
only contain the norms of the space where the solution belongs. Therefore, one can
approximate first the solution by smoother ones, derive energy estimates for the
approximations and then pass to the limit to obtain the energy estimates for the
solution.

As an illustration, suppose we have data (u0, z0) ∈ (Hm+k ∩ Xc) × Zm,k which
is compatible up to order m − 1 if m ≥ 1. The previous theorem implies that the
weak solution of (4.1) satisfies (u, z, zτ ) ∈ Xm,k × Ym,k ×Wm,k. Given m0 > m and
k0 > k, by Theorem 3.3 there exists (z0n, vn) ∈ Hm0

θ (Hk0)×Hm0(0, T ;Hk0) that is
compatible up to order m0 − 1 for every n and

(z0n, vn)→ (eεθPMz0, PMu) in Zm,k ×Wm,k.

The solution of the transport system with parameter

L1zn = 0, zn|θ=0 = vn, zn|t=0 = z0n,

satisfies zn ∈ Ym0,k0 and znτ ∈ Wm0,k0 and we have zn → z in Ym,k and znτ → zτ in
Wm,k.
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For each n, let u0n := R1/nu0 ∈ Hm0+k0 so that u0n → u0 in Hm+k ∩Xc. Now we
use zn to approximate the solutions of the hyperbolic system. Let un be the solution
of the hyperbolic system

L2un = −eετMznτ , L3un = 0, un|t=0 = u0n.

Then we have un ∈ Xm0,k0 and un → u in Xm,k. Combining the above systems, we
have 

L2un = −eετMznτ ,

L1zn = 0, zn|θ=0 = PMun + %n,

L3un = 0, un|t=0 = u0n, zn|t=0 = z0n.

where the residual %n is given by %n := vn − PMun.
Notice that the above system is the same as (4.2) except for the boundary condi-

tion for zn which contains the residual %n. According to the continuous embedding
Xm,k ⊂ Wm,k we have un → u in Wm,k and therefore %n → 0 in Wm,k. From this,
it follows that by taking m0 and k0 large enough, we can take any derivatives and
as long as the final estimate involves only the norms of the states in Xm,k, Ym,k,
Zm,k, and Wm,k where they are applicable. The energy estimates for the approxi-
mate functions (un, zn) imply those for the solution (u, z) of (4.2). If in addition,
the initial data are integrable in the sense that u0 ∈ L1 and z0 ∈ L2

θ(L
1), then we

have u0n → u0 in L1 and z0n → z0 in L2
θ(L

1), see the paragraph after the proof of
Theorem 3.3. This information will be used in Section 8 in deriving decay estimates
under the additional integrability assumption on the data.

5. Asymptotic Stability and Standard Decay Esti-
mates

The goal of the present section is to derive energy estimates for the solutions of
(4.1) under the conditions for the coefficient matrices presented in Section 2. We
begin with condition (S)s, which is known to provide standard decay estimates for
symmetric hyperbolic systems. For simplicity we denote by

w := PLu, v := PL1u

the projection of u onto Ker(L)⊥ and Ker(L1)
⊥, respectively. Also, we simply write

Ψ for the block matrix ΨG,N,M in condition (M). Generic constants will be denoted
by C or with a subscript and their values may possibly vary from line to line.

Theorem 5.1. Suppose that conditions (L), (S), (M), (Q), (K), and (S)s are sat-
isfied. Assume that (u0, z0) ∈ (Hs ∩ Xc) × L2

θ(H
s) for some s ≥ 1 and define

I20 := ‖u0‖2Hs + ‖z0‖2L2
θ(H

s)
. Then, the solution of (4.1) with data (u0, e

εθPMz0)

satisfies

‖u(t)‖2Hs + ‖z(t)‖2L2
θ(H

s) +

∫ t

0

‖∂xu(σ)‖2Hs−1 dσ (5.1)

+

∫ t

0

(
‖(w, v, zτ )(σ)‖2Hs + ‖z(σ)‖2L2

θ(H
s)

)
dσ ≤ CI20 , t ≥ 0.
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Proof. As mentioned in the preceding section, we can formally take the derivatives
of the partial differential equations. We divide the derivation of the energy estimate
in several steps.

Step 1. Applying ∂`x to the PDE for u and then taking the inner product with
G∂`xu yields

1

2

d

dt
〈GA0∂`xu, ∂

`
xu〉+

1

2

d∑
j=1

∂xj〈GAj∂`xu, ∂`xu〉+ 〈(GL)1∂
`
xu, ∂

`
xu〉

+ eετ 〈GM∂`xzτ , ∂
`
xu〉 = 0 (5.2)

for 0 ≤ ` ≤ s. By taking the inner product of the transport equation for z with Nz
and then integrating over (−τ, 0), we obtain

1

2

d

dt

∫ 0

−τ
〈N∂`xz(θ), ∂`xz(θ)〉 dθ + ε

∫ 0

−τ
〈N∂`xz(θ), ∂`xz(θ)〉 dθ

− 1

2
〈NPM∂`xu, PM∂`xu〉+

1

2
〈N∂`xzτ , ∂`xzτ 〉 = 0. (5.3)

Getting the sum of (5.2) and (5.3), integrating with respect to x, and using the
fact that the range of GM is orthogonal to the kernel of L1, we have

1

2

d

dt
E1,` + ε(N∂`xz, ∂

`
xz)L2

θ(L
2) (5.4)

+
1

2

∫
Rd
〈Ψ(∂`xu, ∂

`
xzτ ), (∂

`
xu, ∂

`
xzτ )〉 dx+ (eετ − 1)(GM∂`xzτ , ∂

`
xv)L2 = 0

where
E1,` := (GA0∂`xu, ∂

`
xu)L2 + (N∂`xz, ∂

`
xz)L2

θ(L
2).

Using condition (M) on (5.4) and then choosing ε sufficiently small, we have

d

dt
E1` + C(‖∂`xv‖2L2 + ‖∂`xz‖2L2

θ(L
2) + ‖∂`xzτ‖2L2) ≤ 0. (5.5)

Step 2. The next step is to derive dissipation terms involving w. For this purpose,
we differentiate ` times the equation for u and take the inner product with ST∂`xu
to obtain

1

2

d

dt
〈SA0∂`xu, ∂

`
xu〉+

d∑
j=1

(
1

2
∂xj〈SAj∂`xu, ∂`xu〉+ 〈(SAj)2∂xj∂`xu, ∂`xu〉

)
+ 〈(SL)1∂

`
xu, ∂

`
xu〉+ eετ 〈SM∂`xzτ , ∂

`
xw〉 = 0. (5.6)

Here, we used the fact that the range of SM is orthogonal to the kernel of L. The
second term in the sum can be rewritten as

d∑
j=1

〈(SAj)2∂xj∂`xu, ∂`xu〉 =
d∑
j=1

(〈Yj∂xj∂`xu, ∂`xu〉+ 〈(QjTΠ1WR)2∂xj∂
`
xu, ∂

`
xu〉) (5.7)

where
Yj := (SAj −QjTΠ1WR)2, 1 ≤ j ≤ d.
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Integrating both sides with respect to x and then applying Parseval’s identity to
the first sum on the right-hand side of (5.7), we get

d∑
j=1

(Yj∂xj∂
`
xu, ∂

`
xu)L2 = (|ξ|2`+1Y (ω)û, û)L2 , (5.8)

where ω := ξ/|ξ| and
Y (ω) := i(SA(ω)−Q(ω)TΠ1WR)2.

According to condition (S)s, (5.8) is nonnegative. On the other hand, using the
constraint L3u = 0, we obtain

d∑
j=1

〈(QjTΠ1WR)2∂xj∂
`
xu, ∂

`
xu〉 = 〈W1R∂

`
xu,R∂

`
xu〉 ≥ 0

because W1 is nonnegative on the range of R. Therefore, integrating (5.6) over Rd,
using the above information, and Young’s inequality, we have the estimate

1

2

d

dt
E2,` + ((SL)1∂

`
xu, ∂

`
xu)L2 − (η‖∂`xw‖2L2 + Cη‖∂`xzτ‖2L2) ≤ 0 (5.9)

where η > 0 and
E2,` := (SA0∂`xu, ∂

`
xu)L2 .

From condition (S), there exist positive constants C1 and C2 such that

((SL)1∂
`
xu, ∂

`
xu)L2 = ((SL+ L)1∂

`
xu, ∂

`
xu)L2 − (L1∂

`
xu, ∂

`
xu)L2

≥ C1‖∂`xw‖2L2 − C2‖∂`xv‖2L2 .

Plugging this estimate to (5.9) and choosing η < C1, we obtain
1

2

d

dt
E2,` + C(‖∂`xw‖2L2 − ‖∂`xzτ‖2L2 − ‖∂`xv‖2L2) ≤ 0. (5.10)

Multiplying (5.10) by small enough α > 0 and then adding with (5.5), we have
1

2

d

dt
(E1,` + αE2,`) + Cα(‖∂`xv‖2L2 + ‖∂`xw‖2L2 + ‖∂`xz‖2L2

θ(L
2) + ‖∂`xzτ‖2L2) ≤ 0 (5.11)

for some Cα > 0 and for all 0 ≤ ` ≤ s.
Step 3. The final step is to derive dissipation terms for the derivatives. Applying

∂`x to the equation for u, taking the L2-inner product with
∑d

k=1K
kT∂xk∂

`
xu, and

applying the anti-symmetry of KkA0, we obtain

1

2

d

dt

d∑
k=1

(KkA0∂`xu, ∂xk∂
`
xu)L2 +

d∑
j,k=1

(KkAj∂xj∂
`
xu, ∂xk∂

`
xu)L2

+
d∑

k=1

((KkL∂`xw, ∂xk∂
`
xu)L2 + e−ετ (KkM∂`xzτ , ∂xk∂

`
xu)L2) = 0 (5.12)

for every 0 ≤ ` ≤ s − 1. Let I1 and I2 denote the last two sums in this equation.
The term I2 can be estimated as

|I2| ≤ η‖∂`+1
x u‖2L2 + Cη(‖∂`xw‖2L2 + ‖∂`xzτ‖2L2)

for every η > 0.
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Now, applying (2.2), the fact that û(t, ξ) ∈ Ker(Π2Q(ω)) for every t ≥ 0 and for
every ξ ∈ Rd \ {0}, and using Parseval’s identity, we infer that

I1 = Re(|ξ|2`+2K(ω)A(ω)û, û)L2

= (|ξ|2`+2(K(ω)A(ω) + ϑ(SL+ L))1û, û)L2 − ϑ(|ξ|2`+2(SL+ L)1ŵ, ŵ)L2

≥ C1‖|ξ|2`+2û‖2L2 − C2‖|ξ|2`+2ŵ‖2L2

for some constants C1, C2 > 0 and ϑ is the constant in (2.2). Here, K(ω) :=∑d
k=1K

kωk. Using Plancherel’s identity to the latter terms and then combining the
above estimates, we obtain from (5.12)

1

2

d

dt
E3,` + Cη(‖∂`+1

x u‖2L2 − ‖∂`xw‖2H1 − ‖∂`xzτ‖2L2) ≤ 0 (5.13)

by choosing η > 0 small enough, where

E3,` :=
d∑

k=1

(KkA0∂`xu, ∂xk∂
`
xu)L2 .

Multiplying (5.13) by β > 0 small enough and then adding the result to (5.11)
yields, for 0 ≤ ` ≤ s− 1, the estimate

1

2

d

dt
(E1,` + E1,`+1 + α(E2,` + E2,`+1) + βE3,`) (5.14)

+ C(‖∂`+1
x u‖2L2 + ‖∂`xv‖2H1 + ‖∂`xw‖2H1 + ‖∂`xz‖2L2

θ(H
1) + ‖∂`xzτ‖2H1) ≤ 0

for some constant C = Cα,β,η > 0. By reducing α > 0 and then β > 0 if necessary,
we can see that there are constants C1, C2 > 0 such that

C1(‖∂`xu‖2H1 + ‖∂`xz‖2L2
θ(H

1)) ≤ E1,` + E1,`+1 + α(E2,` + E2,`+1) + βE3,`

≤ C2(‖∂`xu‖2H1 + ‖∂`xz‖2L2
θ(H

1)). (5.15)

Taking the sum of (5.14) for 0 ≤ ` ≤ s − 1, integrating with respect to time, and
then using the equivalence (5.15), we acquire the estimate in the theorem. �

Using the energy estimate of the previous theorem, one can also derive the cor-
responding estimates for the derivatives with respect to time and history under an
additional compatibility condition.

Theorem 5.2. Suppose that conditions (L), (S), (M), (Q), (K), and (S)s are satis-
fied. Assume that (u0, z0) ∈ (Hk+m ∩Xc)×Zm,k is compatible up to order m− 1 for
some k ≥ 0 and m ≥ 1. Let s := k +m and I20 := ‖u0‖2Hs + ‖z0‖2Zm,k . The solution
of (4.1) satisfies

m∑
`=1

[
‖∂`tu(t)‖2Hs−` +

∫ t

0

‖∂`tu(σ)‖2Hs−` dσ

]
(5.16)

+
m∑
`=0

[
‖∂`tz(t)‖2Zm−`,k +

∫ t

0

(
‖∂`tzτ (σ)‖2Hs−` + ‖∂`tz(σ)‖2Zm−`,k

)
dσ

]
≤ CI20

for every t ≥ 0.
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Proof. First, since Zm,k ⊂ Z0,s = L2
θ(H

s) it follows that (5.1) holds. The next step
is to obtain an estimate for the time derivatives of u. Taking the (`−1)st derivative
with respect to t of the equation for u, for 1 ≤ ` ≤ m, we have

∂`tu = −(A0)−1
d∑
j=1

Aj∂xj∂
`−1
t u− (A0)−1L∂`−1t w − eετ (A0)−1M∂`−1t zτ . (5.17)

Using an induction argument, it can be easily seen that the estimate

‖∂`tu(t)‖2Hs−` ≤ C

(
‖∂xu(t)‖2Hs−1 + ‖w(t)‖2Hs−1 +

`−1∑
j=0

‖∂jt zτ (t)‖2Hs−j−1

)
(5.18)

holds for every 1 ≤ ` ≤ m and t ≥ 0.
On the the other hand, by applying ∂`t∂

ν
x to the transport equation for z and

multiplying with ∂`t∂νxz, we have
1

2
∂t(|∂`t∂νxz|2)−

1

2
∂θ(|∂`t∂νxz|2) + ε|∂`t∂νxz|2 = 0 (5.19)

for every 0 ≤ ` ≤ m and 0 ≤ ν ≤ m − `. From the boundary condition at θ = 0
and the fact that Ker(L1) ⊂ Ker(M), we have z|θ=0 = PMu = PM(v+ (I−PL1)u) =
PMv. Integrating (5.19) over (0, t)× (−τ, 0)× Rd and then taking the sum over all
0 ≤ ν ≤ s− ` produce the estimate

‖∂`tz(t)‖2L2
θ(H

s−`) + ε

∫ t

0

‖∂`tz(σ)‖2L2
θ(H

s−`) dσ +

∫ t

0

‖∂`tzτ (σ)‖2Hs−` dσ

≤ C

(
‖∂`tz(0)‖2L2

θ(H
s−`) +

∫ t

0

‖∂`tv(σ)‖2Hs−` dσ

)
(5.20)

for every 0 ≤ ` ≤ m. We note that for every 0 ≤ ` ≤ m it holds that
‖∂`tz(0)‖L2

θ(H
s−`) ≤ ‖z0‖Zm,k .

We establish by strong induction the following estimate for 0 ≤ ` ≤ m and t ≥ 0

‖∂`tz(t)‖2L2
θ(H

s−`) +

∫ t

0

‖∂`tz(σ)‖2L2
θ(H

s−`) dσ +

∫ t

0

‖∂`tzτ (σ)‖2Hs−` dσ ≤ CI20 . (5.21)

The case ` = 0 has been already established in Theorem 5.1. Suppose that (5.21)
holds for every 0, 1, . . . , `− 1. Applying (5.1), (5.18), and the induction hypothesis,
one has∫ t

0

‖∂`tv(σ)‖2Hs−` dσ

≤ C

∫ t

0

(
‖∂xu(σ)‖2Hs−1 + ‖w(σ)‖2Hs−1 +

`−1∑
j=0

‖∂jt zτ (σ)‖2Hs−j−1

)
dσ ≤ CI20 .

Plugging this in the inequality (5.20) proves (5.21).
Similarly, using a strong induction argument and the equation ∂θz = ∂tz + εz,

we can obtain estimates involving derivatives with respect to θ. More precisely, we
have

‖∂`t∂
µ
θ z(t)‖2L2

θ(H
s−`−µ) +

∫ t

0

‖∂`t∂
µ
θ z(σ)‖2L2

θ(H
s−`−µ) dσ ≤ CI20 (5.22)
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for every 0 ≤ `+ µ ≤ m. Given 0 ≤ ` ≤ m, taking the sum over all 0 ≤ µ ≤ m− `
in (5.22) results to

m−∑̀
µ=0

(
‖∂`tz(t)‖2Hµ

θ (H
s−`−µ) +

∫ t

0

‖∂`tz(σ)‖2Hµ
θ (H

s−`−µ) dσ

)
≤ CI20 . (5.23)

Combining (5.21) and (5.23), and using the definition of Zm,k, we obtain
m∑
`=0

[
‖∂`tz(t)‖2Zm−`,k +

∫ t

0

(
‖∂`tzτ (σ)‖2Hs−` + ‖∂`tz(σ)‖2Zm−`,k

)
dσ

]
≤ CI20 .

By the Poincaré inequality we have, for every 0 ≤ j ≤ m− 1,

‖∂jt zτ (t)‖Hs−j−1 ≤ C‖∂jt z(t)‖H1
θ (H

s−j−1).

Utilizing this estimate in (5.18) together with (5.1) and (5.23), we have the other
part of the desired estimate

m∑
`=1

[
‖∂`tu(t)‖2Hs−` +

∫ t

0

‖∂`tu(σ)‖2Hs−` dσ

]
≤ CI20 .

This completes the proof of the theorem. �

The above energy estimates imply the uniform decay of u and z on Rd and
(−τ, 0)×Rd, respectively. We denote by [r] the largest integer less than or equal to
r ∈ R.

Corollary 5.3. Suppose that the conditions of Theorem 5.2 hold. Let s0 := [d
2
] + 1

and k ≥ 1. Then, for every 0 ≤ ` ≤ m− 1 and 0 ≤ j ≤ m− `, we have

‖∂`tu(t)‖W s−s0−`−1,∞ → 0 as t→∞, if s ≥ s0 + `+ 1, (5.24)

‖∂`t (v, w)(t)‖W s−s0−`,∞ → 0 as t→∞, if s ≥ s0 + `, (5.25)

‖∂`tz(t)‖Hj
θ(W

s−s0−`−j,∞) → 0 as t→∞, if s ≥ s0 + `+ j. (5.26)

In particular, for every 0 ≤ ` ≤ m− 1 and 0 ≤ j ≤ m− `− 1, we have

‖∂`tz(t)‖W j,∞
θ (W s−s0−`−j−1,∞) → 0 as t→∞, if s ≥ s0 + j + `+ 1. (5.27)

Proof. First, let us prove the uniform decay (5.24). To do this, we introduce
the functional Φ1(t) := ‖∂x∂`tu(t)‖2

Hs−`−2 . According to (5.1) and (5.16), we have
Φ1 ∈ W 1,1(0,∞) and therefore Φ1(t) → 0 as t → ∞. Let r = d/(2s0). Then,
r = d/(d + 2) if d is even and r = d/(d + 1) if d is odd, and in any case, we have
r ∈ [1

2
, 1). In virtue of the Gagliardo–Nirenberg inequality [20], we get

‖∂`tu(t)‖W s−s0−`−1,∞ ≤ C‖∂x∂`tu(t)‖rHs−`−2‖∂`tu(t)‖1−r
Hs−s0−`−1

≤ CI1−r0 ‖∂x∂`tu(t)‖rHs−`−2 → 0

as t→∞. To prove (5.25) and (5.26), we consider the functional

Φ2(t) := ‖∂`t (v, w)(t)‖2Hs−`−1 +
m−∑̀
j=0

‖∂`tz(t)‖2
Hj
θ (H

s−`−j−1)
.
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From the energy estimates (5.1) and (5.16) we can see that Φ2 ∈ W 1,1(0,∞), and
hence, Φ2(t) → 0 as t → ∞. The Gagliardo–Nirenberg inequality once more imply
(5.25), and similarly

‖∂`t∂
µ
θ z(t, θ)‖2L2

θ(W
s−s0−`−j,∞)

≤ C

∫ 0

−τ
‖∂`t∂

µ
θ ∂xz(t, θ)‖2rHs−`−j−1‖∂`t∂

µ
θ z(t, θ)‖2(1−r)

Hs−s0−`−j dθ (5.28)

for every 0 ≤ µ ≤ j and 0 ≤ j ≤ m− `. Applying Hölder’s inequality and using the
fact that r < 1, we get

‖∂`t∂
µ
θ z(t)‖L2

θ(W
s−s0−`−j,∞) ≤ C‖∂`t∂

µ
θ z(t)‖rL2

θ(H
s−`−j)‖∂

`
t∂

µ
θ z(t)‖1−r

L2
θ(H

s−s0−`−j)

≤ CIr0‖∂`t∂
µ
θ z(t)‖1−r

L2
θ(H

s−`−j−1)

≤ CIr0‖∂`tz(t)‖1−r
Hj
θ(H

s−`−j−1)

for every 0 ≤ µ ≤ j. Passing to the limit t → ∞, this estimate imply (5.26).
Finally, (5.27) is a consequence of (5.26) and the Sobolev embedding. �

The next goal is to derive time-weighted decay estimates for (4.1) under the
assumption (S)s. For this, we define the energy functionals

Ns(t)
2 :=

s∑
j=0

sup
0≤σ≤t

(1 + σ)j(‖∂jxu(σ)‖2Hs−j + ‖∂jxz(σ)‖2L2
θ(H

s−j)) (5.29)

Ds(t)
2 :=

s∑
j=0

∫ t

0

(1 + σ)j(‖∂jx(v, w, zτ )(σ)‖2Hs−j + ‖∂jxz(σ)‖2L2
θ(H

s−j)) dσ

+
s−1∑
j=0

∫ t

0

(1 + σ)j‖∂j+1
x u(σ)‖2Hs−j−1 dσ. (5.30)

Theorem 5.4. Under the assumptions of Theorem 5.1, there exists a constant C >
0 independent of t and the initial data such that Ns(t)

2 + Ds(t)
2 ≤ CI20 for every

t ≥ 0. In particular, we have

‖∂jxu(t)‖Hs−j + ‖∂jxz(t)‖L2
θ(H

s−j) ≤ C(1 + t)−
j
2 (5.31)

for every 0 ≤ j ≤ s and t ≥ 0. Moreover, for every 0 ≤ j < s, we have

‖∂jxRu(t)‖Hs−j−1 ≤ C(1 + t)−
j
2
− 1

2 . (5.32)

The proof of this theorem follows immediately from the following energy estimates
together with an induction argument. The estimate (5.32) follows from (5.31) and
the differential constraint.

Lemma 5.5. In the framework of Theorem 5.1, there exists C > 0 such that we
have the following time-weighted energy estimates

(1 + t)j(‖∂jxu(t)‖2Hs−j + ‖∂jxz(t)‖2L2
θ(H

s−j))

+

∫ t

0

(1 + σ)j(‖∂jx(v, w, zτ )(σ)‖2Hs−j + ‖∂jxz(σ)‖2L2
θ(H

s−j)) dσ ≤ CI20 (5.33)

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



G. Peralta 24 / 40

for every 0 ≤ j ≤ s and t ≥ 0, and∫ t

0

(1 + σ)j‖∂j+1
x u(σ)‖2Hs−j−1 dσ ≤ CI20 (5.34)

for every 0 ≤ j < s and t ≥ 0.

Proof. Multiplying (5.11) by (1+t)j, integrating with respect to t, and then taking
the sum of the corresponding inequalities for j ≤ ` ≤ s− j, we obtain

(1 + t)j(‖∂jxu(t)‖2Hs−j + ‖∂jxz(t)‖2L2
θ(H

s−j))

+

∫ t

0

(1 + σ)j(‖∂jx(v, w, zτ )(σ)‖2Hs−j + ‖∂jxz(σ)‖2L2
θ(H

s−j)) dσ

≤ CI20 + Cj

∫ t

0

(1 + σ)j−1(‖∂jxu(σ)‖2Hs−j + ‖∂jxz(σ)‖2L2
θ(H

s−j)) dσ

for every 0 ≤ j ≤ s. On the other hand, if we multiply (5.14) by (1 + t)j, integrate
from 0 to t, and then take the sum for every j ≤ ` ≤ s− j − 1, we get∫ t

0

(1 + σ)j(‖∂j+1
x u(σ)‖2Hs−j−1 + ‖∂j+1

x z(σ)‖2L2
θ(H

s−j−1)) dσ

≤ CI20 + Cj

∫ t

0

(1 + σ)j−1(‖∂j+1
x u(σ)‖2Hs−j−1 + ‖∂j+1

x z(σ)‖2L2
θ(H

s−j−1)) dσ.

Induction argument yields that these estimates imply (5.33) and (5.34). �

Due to the dissipative structure of the damping matrix L, we have the following
better decay for the component w and z assuming that the kernel of L lies in the
kernel of its symmetric part L1. More precisely:

(L)∗ The matrix PL commutes with GA0 and SA0 and we have Ker(L) ⊂ Ker(L1).

Theorem 5.6. Suppose that the conditions of Theorem 5.1 hold and in addition
that (L)∗ is satisfied. Then, we have

‖∂jxw(t)‖Hs−j−1 + ‖∂jxz(t)‖L2
θ(H

s−j−1) ≤ C(1 + t)−
j
2
− 1

2 (5.35)

for every 0 ≤ j < s and t ≥ 0.

Proof. Taking the inner product of the differential equation for u with G∂`xw =
GPL∂

`
xu and then using the fact that PL and GA0 commute, we have

1

2

d

dt
〈GA0∂`xw, ∂

`
xw〉+ 〈(GL)1∂

`
xw, ∂

`
xw〉+ eετ 〈GM∂`xzτ , ∂

`
xw〉 = R1`, (5.36)

where R1` := −
∑d

k=1〈GAk∂xk∂`xu, ∂`xw〉. We claim that PL1w = v. Indeed, since
(I−PL)u is in the kernel of L, and hence in the kernel of L1, we have PL1(u−PLu) =
0. Using the definition of w and v, this implies our claim. Since P(GL)1 = PL1 and
the range of GM is orthogonal to the kernel of L1, the equation (5.36) can be written
as

1

2

d

dt
〈GA0∂`xw, ∂

`
xw〉+ 〈(GL)1∂

`
xv, ∂

`
xv〉+ eετ 〈GM∂`xzτ , ∂

`
xv〉 = R1`. (5.37)

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



Hyperbolic Systems with Damping, Constraints and Delay 25 / 40

Similarly, from the fact that PL and SA0 commute, we obtain by multiplying the
equation for u by ST∂`xw

1

2

d

dt
〈SA0∂`xw, ∂

`
xw〉+ 〈(SL)1∂

`
xw, ∂

`
xw〉 = R2`, (5.38)

where R2` := −eετ 〈SM∂`xzτ , ∂
`
xw〉 −

∑d
l=1〈SAk∂xk∂`xu, ∂`xw〉. Here, we use the fact

that SLu = SLw. Multiplying (5.38) by α, taking the sum with (5.37) and (5.3),
and then the sum for all j ≤ ` ≤ s− j − 1, we obtain

1

2

d

dt
Ẽj + ε(N∂jxz, ∂

j
xz)L2

θ(H
s−j−1) +

1

2

s−j−1∑
`=j

∫
Rd
〈Ψ(∂`xv, ∂

`
xzτ ), (∂

`
xv, ∂

`
xzτ )〉 dx

+ (eετ − 1)(GM∂jxzτ , ∂
j
xv)Hs−j−1 + α((SL)1∂

j
xw, ∂

j
xw)Hs−j−1 = Rj,

where Ẽj := ((GA0 + αSA0)∂`xw, ∂
`
xw)Hs−j−1 + (N∂`xz, ∂

`
xz)L2

θ(H
s−j−1) and the right-

hand side is given by Rj :=
∑s−j−1

`=j (R1` + αR2`).
Applying the Cauchy–Schwarz inequality, using condition (M), and then making

α and ε small enough, we can see that there exist positive constants c and C such
that

d

dt
Ẽj + cẼj ≤ C‖∂j+1

x u(t)‖2Hs−j−1 .

Multiplying both sides by ect and then integrating from 0 to t yields

Ẽj(t) ≤ Ẽj(0)e−ct + C

∫ t

0

e−c(t−σ)‖∂j+1
x u(σ)‖2Hs−j−1 dσ

≤ Ẽj(0)e−ct + C

∫ t

0

e−c(t−σ)(1 + σ)−j−1 dσ

≤ C(1 + t)−j−1.

This estimate implies (5.35) and this completes the proof of the theorem. �

Next, we have the following estimates on the spatio-temporal derivatives. With
additional structure on the matrices associated with the constraints we get better
decay.
(Q)∗ For each 1 ≤ l ≤ d there exists a n1 × n matrix Q̃l such that Π1Q

l = Q̃lPL.

Corollary 5.7. In the framework of Theorem 5.2, for 0 ≤ ` ≤ m, we have

‖∂`t∂jxu(t)‖Hs−`−j + ‖∂`t∂jxz(t)‖Hν
θ (H

s−`−j−ν) ≤ C(1 + t)−
j
2 (5.39)

‖∂`t∂µxRu(t)‖Hs−`−µ−1 ≤ C(1 + t)−
µ
2
− 1

2 (5.40)

for every 0 ≤ j ≤ s − `, 0 ≤ ν ≤ s − ` − j and 0 ≤ µ < s − `. In addition, if (L)∗
and (Q)∗ are satisfied, then we have

‖∂`t∂jxw(t)‖Hs−`−j−1 + ‖∂`t∂jxz(t)‖Hν
θ (H

s−`−j−ν−1) ≤ C(1 + t)−
j
2
− 1

2 (5.41)

‖∂`t∂µxRu(t)‖Hs−`−µ−2 ≤ C(1 + t)−
µ
2
−1 (5.42)

for every 0 ≤ j ≤ s−`−1 and 0 ≤ ν ≤ s−`−j−1, and for every 0 ≤ µ < s−`−1.
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Proof. Applying ∂νx to (5.17) and then taking the sum over j ≤ ν ≤ s−`−j yields

‖∂`t∂jxu(t)‖2Hs−`−j ≤ C‖∂`−1t ∂j+1
x u(t)‖2Hs−`−j−1 + C‖∂`−1t ∂jxw(t)‖2Hs−`−j

+ C‖∂`−1t ∂jxzτ (t)‖2Hs−`−j . (5.43)

Multiplying the equation (5.19) by (1 + t)j, integrating with respect to (t, θ, x), and
then getting the sum for j ≤ ν ≤ s− `− j, we have

(1 + t)j‖∂`t∂jxz(t)‖2L2
θ(H

s−`−j) +

∫ t

0

(1 + σ)j‖∂`t∂jxz(σ)‖2L2
θ(H

s−`−j) dσ

+

∫ t

0

(1 + σ)j‖∂`t∂jxzτ (σ)‖2Hs−`−j dσ ≤ CI20 + C

∫ t

0

(1 + σ)j‖∂`t∂jxv(σ)‖2Hs−`−j dσ

+ Cj

∫ t

0

(1 + σ)j−1‖∂`t∂jxz(σ)‖2L2
θ(H

s−`−j) dσ. (5.44)

The estimate involving z in (5.39) when ν = 0 can be obtained from (5.43) and
(5.44), and when ν > 0 we use the equation ∂θz = ∂tz + εz together with strong
induction. The constraint and (5.39) immediately imply (5.40). Finally, (5.41)
and (5.42) can be shown using the same argument as in the preceding theorem. �

6. Asymptotic Stability and Regularity-Loss Decay
Estimates

If we replace condition (S)s by (S)r, then the inequality (5.11) does not hold anymore.
For this reason, we need to revisit the second and third steps of the proof of Theorem
5.1. As a result, the corresponding estimates will be weaker than those that were
derived from (S)s.

Theorem 6.1. Assume that the conditions (L), (S), (M), (Q), (K), and (S)r hold
and let s ≥ 2. Suppose that (u0, z0) ∈ (Hs∩Xc)×L2

θ(H
s) and define I20 := ‖u0‖2Hs +

‖z0‖2L2
θ(H

s)
. Then, the solution of (4.1) with data (u0, e

εθPMz0) satisfies

‖u(t)‖2Hs + ‖z(t)‖2L2
θ(H

s) +

∫ t

0

‖∂xu(σ)‖2Hs−2 dσ (6.1)

+

∫ t

0

(
‖(v, zτ )(σ)‖2Hs + ‖w(σ)‖2Hs−1 + ‖z(σ)‖2L2

θ(H
s)

)
dσ ≤ CI20 , t ≥ 0.

Proof. Note that inequality (5.5) is still satisfied. The next step is to revise the
estimation of Step 2 in the proof of Theorem 5.1. Since Y (ω) is nonnegative only
on the kernel of L1, we need to proceed in a different way to treat the first term on
the right-hand side of (5.7). Recall that Yj := (SAj −QjTΠ1WR)2. We rewrite the
said term as follows:

(Yj∂xj∂
`
xu, ∂

`
xu)L2 = (Yj∂xj∂

`
x(u− v), ∂`x(u− v))L2 − (Yj∂

`
xv, ∂xj∂

`
xu)L2

+ (Yj∂xj∂
`
x(u− v), ∂`xv)L2 . (6.2)
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Applying Parseval’s identity and the fact that û(ξ)− v̂(ξ) ∈ Ker(L1) for every ξ, we
obtain from condition (S)r that

d∑
j=1

(Yj∂xj∂
`
x(u− v), ∂`x(u− v))L2 = (|ξ|2`+1Y (ω)(û− v̂), û− v̂)L2 ≥ 0.

We apply Young’s inequality to estimate the last two terms on the right-hand side
of (6.2) as follows:

d∑
j=1

|(Yj∂`xv, ∂xj∂`xu)L2|+ |(Yj∂xj∂`x(u− v), ∂`xv)L2| ≤ %

2
‖∂`+1

x u‖2L2 + C%‖∂`xv‖2H1

for every 0 ≤ ` ≤ s− 1 and % > 0. Plugging these estimates to (5.6) and (5.7), we
obtain

1

2

d

dt
E2,` + C(‖∂`xw‖2L2 − ‖∂`xzτ‖2L2)− C%‖∂`xv‖2H1 −

%

2
‖∂`+1

x u‖2L2 ≤ 0 (6.3)

for every 0 ≤ ` ≤ s− 1. We perform a similar procedure and integrate by parts to
pass the derivatives on v to get

1

2

d

dt
E2,`+1 + C(‖∂`+1

x w‖2L2 − ‖∂`+1
x zτ‖2L2)− C%‖∂`+1

x v‖2H1 −
%

2
‖∂`+1

x u‖2L2 ≤ 0 (6.4)

for every 0 ≤ ` ≤ s− 2.
Combining the estimates (5.5), (5.14), (6.3), and (6.4), we obtain the following:

1

2

d

dt
Ẽ` + (C − αC%)‖∂`xv‖2H2 + (C − αC − αβCη)‖∂`xzτ‖2H2 (6.5)

+ α(C − βCη)‖∂`xw‖2H1 + α(βCη − %)‖∂`+1
x u‖2L2 + C‖∂`xz‖2L2

θ(H
2) ≤ 0

for every 0 ≤ ` ≤ s− 2, where we used the abbreviation

Ẽ` := E1,` + E1,`+1 + E1,`+2 + α(E2,` + E2,`+1) + αβE3,`.

Choosing the positive constants %, β, and α in such a way that β < C/Cη, % < βCη,
and α < max(C/C%, C/(C + βCη)), we can see that every constants appearing on
the left-hand side of the inequality (6.5) are positive. Integrating this inequality
with respect to t and taking the sum for all 0 ≤ ` ≤ s − 2, we get the desired
inequality stated in the theorem after reducing α and then β if necessary. �

Analogous to Theorem 5.2, one can also derive estimates for the time-derivatives.
The details are left to the reader.

Theorem 6.2. Suppose that the conditions (L), (S), (M), (Q), (K), and (S)r hold.
Assume that the initial data (u0, z0) ∈ (Hk+m∩Xc)×Zm,k is compatible up to order
m− 1 for some k ≥ 1 and m ≥ 1. Let s := k+m and I0 := ‖u0‖Hs + ‖z0‖Zm,k . The
solution of (4.1) satisfies

m∑
`=1

[
‖∂`tu(t)‖2Hs−` +

∫ t

0

‖∂`tu(σ)‖2Hs−`−1 dσ

]
+

m∑
`=0

‖∂`tz(t)‖2Zm−`,k−1

+
m∑
`=0

∫ t

0

(
‖∂`tzτ (σ)‖2Hs−`−1 + ‖∂`tz(σ)‖2Zm−`,k−1

)
dσ ≤ CI20 , t ≥ 0. (6.6)
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The energy estimates in Theorems 6.1 and 6.2 imply the following uniform decay.
The proofs are similar to Corollary 5.3 and for this reason they are omitted.

Corollary 6.3. Assume that the framework of Theorem 6.2 holds. Let s0 := [d
2
]+1,

s̃0 := s0 if d > 1 and s̃0 := s0+1 if d = 1. For every 0 ≤ ` ≤ m−1 and 0 ≤ j ≤ m−`
‖∂`tu(t)‖W s−s0−`−2,∞ → 0 as t→∞, if s ≥ s0 + `+ 2, (6.7)

and (5.25), (5.26), and (5.27) are also satisfied, with s0 replaced by s̃0.

One can also derive time-weighted decay estimates with condition (S)r. To this
end, we define the following energy functionals:

Nr(t)
2 :=

[s/2]∑
j=0

sup
0≤σ≤t

(1 + σ)j(‖∂jxu(σ)‖2Hs−2j + ‖∂jxz(σ)‖2L2
θ(H

s−2j))

Dr(t)
2 :=

[s/2]∑
j=0

∫ t

0

(1 + σ)j(‖∂jx(v, zτ )(σ)‖2Hs−2j + ‖∂jxz(σ)‖2L2
θ(H

s−2j)) dσ

+

[s/2]−1∑
j=0

∫ t

0

(1 + σ)j(‖∂jxw(σ)‖2Hs−2j−1 + ‖∂j+1
x u(σ)‖2Hs−2j−2) dσ.

Theorem 6.4. With respect to the assumptions of Theorem 6.1, there is a constant
C > 0, which is independent of t and the initial data, with Nr(t)

2 + Dr(t)
2 ≤ CI20

for every t ≥ 0. In particular, we have

‖∂jxu(t)‖Hs−2j + ‖∂jxz(t)‖L2
θ(H

s−2j) ≤ C(1 + t)−
j
2

for every 0 ≤ j ≤ [ s
2
]. Furthermore, for every 0 ≤ j < [ s

2
], we have

‖∂jxRu(t)‖Hs−2j−1 ≤ C(1 + t)−
j
2
− 1

2 .

Proof. Given 0 ≤ j ≤ [ s
2
], we multiply (5.5) by (1 + t)j, take the sum over all

j ≤ ` ≤ s − j, and integrate with respect to time to obtain the time-weighted
inequality

(1 + t)j(‖∂jxu(t)‖2Hs−2j + ‖∂jxz(t)‖2L2
θ(H

s−2j))

+

∫ t

0

(1 + σ)j(‖∂jx(v, zτ )(σ)‖2Hs−2j + ‖∂jxz(σ)‖2L2
θ(H

s−2j)) dσ

≤ CI20 + Cj

∫ t

0

(1 + σ)j−1(‖∂jxu(σ)‖2Hs−2j + ‖∂jxz(σ)‖2L2
θ(H

s−2j)) dσ.

Now, given 0 ≤ j < [ s
2
] we multiply (6.5) by (1+ t)j and then add the corresponding

terms for j ≤ ` ≤ s− j − 2 to have the estimate∫ t

0

(1 + σ)j(‖∂jxw(σ)‖2Hs−2j−1 + ‖∂j+1
x u(t)‖2Hs−2j−2) dσ

≤ CI20 + Cj

∫ t

0

(1 + σ)j−1(‖∂jxu(σ)‖2Hs−2j + ‖∂jxz(σ)‖2L2
θ(H

s−2j)) dσ.

A straightforward induction argument shows that these two estimates imply
Nr(t)

2 + Dr(t)
2 ≤ CI20 for every t ≥ 0 and for some constant C > 0. The rest of

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



Hyperbolic Systems with Damping, Constraints and Delay 29 / 40

the theorem follows from the latter estimate and the constraint. �

We also have better decay under the assumption (L)∗. The proof is similar as
before and therefore we omit the details.

Theorem 6.5. Assume that the conditions of Theorem 6.1 hold. Suppose also that
(L)∗ is satisfied. Then, we have

‖∂jxw(t)‖Hs−2j−2 + ‖∂jxz(t)‖L2
θ(H

s−2j−2) ≤ (1 + t)−
j
2
− 1

2 (6.8)

for every 0 ≤ j < [ s
2
] and t ≥ 0.

Finally, we close this section with estimates on the time derivatives and derivatives
with respect to θ for the delay variable z. The proofs are the same as before and
for this reason we again omit the proofs.

Corollary 6.6. In the framework of Theorem 6.2, for 0 ≤ ` ≤ m, we have

‖∂`t∂jxu(t)‖Hs−`−2j + ‖∂`t∂jxz(t)‖Hν
θ (H

s−`−2j−ν) ≤ C(1 + t)−
j
2 (6.9)

‖∂`t∂µxRu(t)‖Hs−`−2µ−1 ≤ C(1 + t)−
µ
2
− 1

2 (6.10)

for every 0 ≤ j ≤ [(s − `)/2], 0 ≤ ν ≤ s− `− 2j, and 0 ≤ µ < [(s− `)/2]. If (L)∗
is satisfied, then

‖∂`t∂jxw(t)‖Hs−`−2j−2 + ‖∂`t∂jxz(t)‖Hν
θ (H

s−`−2j−ν−2) ≤ C(1 + t)−
j
2
− 1

2 (6.11)

for every 0 ≤ j ≤ [(s− `)/2]− 1 and 0 ≤ ν ≤ s− `− 2j− 2, and if (Q)∗ holds, then

‖∂`t∂µxRu(t)‖Hs−`−2µ−4 ≤ C(1 + t)−
µ
2
−1 (6.12)

for every 0 ≤ µ < [(s− `)/2]− 1.

7. Applications to the Wave, Timoshenko and Euler–
Maxwell Systems

In this section, we shall apply the results of Sections 5 and 6 to certain physical
systems. This includes the Timoshenko system, system of wave equations with
delay in the interaction, and the linearized Euler–Maxwell system.

7.1. Timoshenko System. Our first example is the following dissipative Tim-
oshenko system with delay{

wtt − wxx + ψx = 0,

ψtt − a2ψxx − wx + ψ + αψt + βψtτ = 0,
(7.1)

for t > 0 and x ∈ R. The unknown scalar functions w and ψ represent the transversal
displacement and rotation angle of a beam, respectively. The constants α and a are
positive while the sign of β is arbitrary. As in [10, 11, 29], by introducing the state
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variable u = (wx−ψ,wt, aψx, ψt), we can rewrite this system in the form (1.1) with
the matrices A0 = I,

A1 = −


0 1 0 0
1 0 0 0
0 0 0 a
0 0 a 0

 , L =


0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 α

 , M =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 β

 .

The system has no constraints so that Q = R = 0, and so condition (Q) is trivially
satisfied.

Note that the damping matrix is nonnegative and the delay matrix is symmet-
ric. The kernels of L and its symmetric part are given by Ker(L) = {e2, e3} and
Ker(L1) = Ker(L) ∪ {e1}, where ej for 1 ≤ j ≤ 4 are the canonical unit vectors in
R4. This means that ej is the vector in R4 with entry 1 in the jth component and
zero elsewhere. Choosing the compensating matrices S and K1 by

S = −η


0 0 0 1
0 0 a 0
0 a 0 0
1 0 0 0

 , K1 =


0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0


and by choosing η > 0 small enough, conditions (S) and (K) are satisfied. Moreover,
if a 6= 1, then (S)s is satisfied while (S)r holds when a = 1. We refer to [29] for the
computations. If α > |β|, then it follows from Theorem 2.2 and Theorem 2.3 that
condition (M) holds. One can easily verify that condition (L)∗ holds. Therefore, the
asymptotic stability and decay estimates presented in Section 5 and Section 6 for
α 6= 1 and α = 1, respectively, are applicable to the state u corresponding to (7.1).
In this example, we have PLu = (u1, 0, 0, u4).

7.2. System of Wave Equations I. Consider the following coupled system
of three-dimensional wave equations with delay in one component{

φtt −∆φ+ aφt + αψt + βφtτ = 0,

ψtt −∆ψ − αφt = 0,
(7.2)

for (t, θ, x) ∈ (0,∞) × (−τ, 0) × R3. Here, φ and ψ are scalar-valued. A similar
system in the bounded case has been studied in [9].

When α = 0 in (7.2), the wave equations are uncoupled, where one has a damping
term with delay, while the other one is undamped. For α 6= 0, we can think of the
terms αψt and −αφt as feedback interconnection that links the two vibrating media
through their velocities. If α > 0, then a negative velocity ψt accelerates the damped
wave, while a negative velocity φt decelerates the undamped wave. This approach is
related to the concept of indirect damping mechanisms introduced by Russell [26],
wherein dissipation in one component in elastic systems can be transferred to that
of the whole system.

We shall recast the system (7.2) in the form of (1.1). To do this, we define the
state variable u = (∇φ, φt,∇ψ, ψt). Let ej and ẽk, for 1 ≤ j ≤ 8 and 1 ≤ k ≤ 3,
denote the jth and kth canonical vectors in R8 and R3, respectively. The above
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system can be written in the form of (1.1) with A0 = I,

Aj = −


0 ẽj 0 0
ẽTj 0 0 0
0 0 0 ẽj
0 0 ẽTj 0

 , L =


0 0 0 0
0 a 0 α
0 0 0 0
0 −α 0 0

 , M =


0 0 0 0
0 β 0 0
0 0 0 0
0 0 0 0

 ,

for j = 1, 2, 3.
The eigenvalues of the principal symbol A(ξ) are given by ±i|ξ| and the multiple

eigenvalue 0. Thus, some solutions of the system does not correspond to a solution
of the wave system (7.2), and to factor them out we need to add the constraints
∇× (∇φ) = ∇× (∇ψ) = 0. The corresponding matrices are then given by R = 0
and

Qj =


Ωẽj 0 0 0
0 0 0 0
0 0 Ωẽj 0
0 0 0 0

 , j = 1, 2, 3.

Given ξ = (ξ1, ξ2, ξ3)
T ∈ R3, the skew-symmetric matrix Ωξ is defined by

Ωξ =

 0 −ξ3 ξ2
ξ3 0 −ξ1
−ξ2 ξ1 0


so that Ωξψ = ξ×ψ, where ξ×ψ is treated as a column vector. The damping matrix
is nonnegative and the delay matrix is symmetric. The kernel of L and its symmetric
part are given by Ker(L) = {e1, e2, e3, e5, e6, e7} and Ker(L1) = Ker(L) ∪ {e8},
respectively.

Taking S = I, one can immediately see that (S) and (L)∗ are satisfied. Because
Π1 = 0 and Π2 = I, we can take W = 0 and (S)s holds. Let us verify condition
(K). For this purpose, define the compensating matrices

Kj =


0 −ẽj 0 0
ẽTj 0 0 0
0 0 0 −ẽj
0 0 ẽTj 0

 , j = 1, 2, 3.

Note that Ker(Q(ω)) = {(ψ1, φ1, ψ2, φ2) : ω×ψ1 = ω×ψ2 = 0}. If (ψ1, φ1, ψ2, φ2) ∈
Ker(Q(ω)), then ωωTψk = ω × (ω × ψk) + ψk(ω

Tω) = ψk for k = 1, 2 and ω ∈ Sd−1.
From this, one can immediately see that condition (K) holds. Also, it is clear that
QjAk = QjL = QjM = 0 for every j, k = 1, 2, 3 and as a consequence, condition (Q)
is satisfied. Under the assumption a > |β|, we see that condition (M) holds. The
results in Section 5 can be applied to the state u and the corresponding orthogonal
projection onto Ker(L)⊥ is given by w = (0, 0, 0, u4, 0, 0, 0, u8).

7.3. System of Wave Equations II. Now let us consider the following cou-
pled system of wave equations with delay in the interaction{

φtt −∆φ+ aφt + αψtτ + βφtτ = 0,

ψtt −∆ψ + dψt + γφtτ + δψtτ = 0,
(7.3)
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for t > 0 and x ∈ R3. This has been studied in [23] in the case of one-space
dimension. The system (7.3) is a generalization of (7.2), in which the two waves
have damping with delay, and the effects of the feedback interconnection also include
delays. In other words, the transmission of the dissipation terms does not occur
instantaneously.

The coefficient matrices for this problem are the same as those that are given in
the previous subsection except for the delay and damping matrices. In the current
situation, they are given by

L =


0 0 0 0
0 a 0 0
0 0 0 0
0 0 0 d

 , M =


0 0 0 0
0 α 0 β
0 0 0 0
0 γ 0 δ

 .

In this case, the delay matrix is not necessarily symmetric anymore. Condition (M)
holds if we have (a−|α|)(d−|δ|) > |βγ|, see the Appendix in [21] for instance. More
precisely, by taking G and N of the form

G =


0 0 0 0
0 a1 0 0
0 0 0 0
0 0 0 a2

 , N =


0 0 0 0
0 a3 0 0
0 0 0 0
0 0 0 a4

 ,

there are positive constants a1, a2, a3, and a4 that fulfill condition (M). On the
other hand, conditions (L), (S), (Q), (S)s, and (L)∗ can be easily verified. Therefore,
the results of Section 5 are valid to the system (7.3) with the state variable u =
(∇φ, φt,∇ψ, ψt).

The wave equations (7.2) and (7.3) were written as first-order hyperbolic systems
with delay in terms of the velocities and the gradients of the displacements, that is,
using the ansatz u = (∇φ, φt,∇ψ, ψt). On one hand, this is a typical formulation
for the wave equation as the L2-norms of these quantities represent the potential
and kinetic energies of the system. On the other hand, it is also interesting to
derive estimates and study the time-asymptotic behavior with respect to φ and
ψ. However, the results and methods provided here cannot be applied directly to
such problems. For example, estimates for ∇φ cannot be transferred to φ since, in
general, the Poincaré inequality is not valid in the whole space Rd. Nonetheless, in
the case of bounded Lipschitz domains with homogeneous Dirichlet conditions, this
approach is meaningful.

For the damped wave equation without delay, Matsumura [14] obtained estimates
for the displacement, including the spatio-temporal derivatives, in L2 and L∞. The
results were based on the analysis of the equivalent second-order differential equation
with the Fourier variable as a parameter. It is not clear at this point how such
methods can be applied and extended to the case of wave systems with delays. As
this is outside the scope of the paper, we leave these tasks for future investigations.

7.4. Linearized Euler–Maxwell System. Our final example is the fol-
lowing Euler–Maxwell system arising in the study of plasma physics. We consider
the system linearized at the constant equilibrium state u∗ := (ρ∗, 0, 0, B∗), where

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



Hyperbolic Systems with Damping, Constraints and Delay 33 / 40

ρ∗ > 0 and B∗ ∈ R3,

ρt + ρ∗div v = 0,

ρ∗vt + p∗∇ρ = −ρ∗(E + v ×B∗)− ρ∗(αv + βvτ ),

Et −∇×B = ρ∗v,

Bt +∇× E = 0,

divE = ρ∗ − ρ, divB = 0,

(7.4)

for t > 0 and x ∈ R3. The unknown state variables are the density ρ : (0,∞)×R3 →
R, velocity v : (0,∞)×R3 → R3, electric field E : (0,∞)×R3 → R3, and magnetic
field B : (0,∞)× R3 → R3. Here, p∗ is constant.

By letting u := (ρ− ρ∗, v, E,B−B∗), the system (7.4) can be written in the form
of (1.1) with the coefficient matrices

A0 =


p∗/ρ∗ 0 0 0

0 ρ∗I 0 0
0 0 I 0
0 0 0 I

 , Aj =


0 p∗ẽj 0 0

p∗ẽ
T
j 0 0 0

0 0 0 −Ωẽj

0 0 Ωẽj 0

 ,

M =


0 0 0 0
0 βρ∗I 0 0
0 0 0 0
0 0 0 0

 , L =


0 0 0 0
0 ρ∗(αI − ΩB∗) ρ∗I 0
0 −ρ∗I 0 0
0 0 0 0

 .

The damping matrix L is nonnegative and the delay matrix M is symmetric. Ob-
serve that Ker(L) = {e1, e8, e9, e10} and Ker(L1) = Ker(L)∪ {e5, e6, e7}. The coeffi-
cient matrices corresponding to the differential constraints are given by

Qj =

(
0 0 ẽj 0
0 0 0 ẽj

)
, R =

(
1 0 0 0
0 0 0 0

)
.

It has been verified in [29] that (S), (K), (Q), and (S)r, without the conditions
pertaining to the delay matrix M , hold with the matrices W = (ηp∗/ρ∗)I,

S = η


0 0 0 0
0 0 I 0
0 (1/ρ∗)I 0 0
0 0 0 0

 , Kj =


0 (1/ρ∗)ẽj 0 0

−(ρ∗/p∗)ẽ
T
j 0 0 0

0 0 0 Ωẽj

0 0 Ωẽj 0


for η > 0 sufficiently small and for j = 1, 2, 3. However, it can be easily verified
that the properties in connection to M for conditions (S) and (Q) are satisfied.
Moreover, as in the previous examples, condition (M) is verified when α > |β|.
Finally, conditions (L)∗ and (Q)∗ are satisfied with G = I and the fact that

PL =


0 0 0 0
0 I 0 0
0 0 I 0
0 0 0 0

 , Π1Q
j =

(
0 0 ẽj 0
0 0 0 0

)
PL.

Hence, the Euler–Maxwell system (7.4) with delay has the regularity-loss type decay
and the results of Section 6 can be applied to this system. In this example, note
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that PLu = (0, v, E, 0), PL1u = (0, v, 0, 0), and Ru = (ρ − ρ∗, 0, 0, 0). See also [31]
and [32] for related results.

8. Decay Estimates for Integrable Data
If the initial data and the initial history are both integrable, then we can improve the
decay rates given in the previous sections. In this section, we only focus with decay
estimates for the derivatives with respect to space. The derivatives with respect
to time and delay variable can be handled in a similar way as in the previous
sections. The basic idea is to carry the calculations in the preceding sections in
the Fourier space. More precisely, we take the Fourier transforms with respect to
x of the differential equations and perform the calculations as in the primal space.
As before, using an approximation argument, we can use the differential equations
directly.

8.1. Standard Decay Estimates. Taking the Fourier transform of the sys-
tem (4.1) with respect to the spatial variable yields the following equations:

A0ût(t, ξ) + i|ξ|A(ω)û(t, ξ) + Lû(t, ξ) + eετMẑτ (t, ξ) = 0,

ẑt(t, θ, ξ)− ẑθ(t, θ, ξ) + εẑ(t, θ, ξ) = 0,

ẑ(t, 0, ξ) = PM û(t, ξ),

ẑ(0, θ, ξ) = eεθPM ẑ0(θ, ξ),

(i|ξ|Q(ω) +R)û(t, ξ) = 0,

û(0, ξ) = û0(ξ),

(8.1)

where ω := ξ/|ξ| if ξ 6= 0 and ω := 0 if ξ = 0.
Getting the inner product of the first equation in (8.1) with Gû and taking the

real part, we have

1

2

d

dt
〈GA0û, û〉+ 〈(GL)1û, û〉+ eετRe〈GMẑτ , û〉 = 0.

Taking the inner product of the second equation in (8.1) with Nẑ and integrating
with respect to θ yields

1

2

d

dt

∫ 0

−τ
〈Nẑ(θ), ẑ(θ)〉 dθ − 1

2
〈NPM û, PM û〉

+
1

2
〈Nẑτ , ẑτ 〉+ ε

∫ 0

−τ
〈Nẑ(θ), ẑ(θ)〉 dθ = 0.

Taking the sum of the above equations, we obtain the energy identity

1

2

d

dt
E1 +

1

2
〈Ψ(û, ẑτ ), (û, ẑτ )〉

+ ε

∫ 0

−τ
〈Nẑ(θ), ẑ(θ)〉 dθ + (eετ − 1)Re〈GMẑτ , û〉 = 0,

where E1 := 〈GA0û, û〉+
∫ 0

−τ 〈Nẑ(θ), ẑ(θ)〉 dθ.
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If we get the inner product of the first equation in (8.1) with ST û and then take
the real part, we have

1

2

d

dt
E2 + i|ξ|〈(SA(ω))2û, û〉+ 〈(SL)1û, û〉+ eετRe〈SMẑτ , ŵ〉 = 0,

where E2 := 〈SA0û, û〉. Finally, we take the inner product of the first equation in
(8.1) by −i|ξ|K(ω)T û and then take the real part to get

1

2

d

dt
E3 + |ξ|2〈((K(ω)A(ω))1û, û〉

− |ξ|Re〈iK(ω)Lŵ, û〉 − i|ξ|eετRe〈K(ω)Mẑτ , û〉 = 0,

where E3 := −1
2
|ξ|〈iK(ω)A0û, û〉. From the above energy identities, we obtain

(1 + |ξ|2) d
dt
E +D1 +D2 +D3 = 0 (8.2)

where E := 1
2
(E1 + αE2 + αβ

1+|ξ|2E3) and

D1 := 2−1(1 + |ξ|2){〈Ψ(û, ẑτ ), (û, ẑτ )〉+ ε(Nẑ, ẑ)L2(−τ,0) + (eετ − 1)Re〈GMẑτ , û〉}
D2 := α(1 + |ξ|2){i|ξ|〈(SA(ω))2û, û〉+ 〈(SL)1û, û〉+ eετRe〈SMẑτ , ŵ〉}
D3 := αβ{|ξ|2〈(K(ω)A(ω))1û, û〉 − i|ξ|Re〈iK(ω)Lŵ, û〉 − i|ξ|eετRe〈K(ω)Mẑτ , û〉}.

One can easily see that there exist constants η > 0 and cη, Cη > 0 such that for
every α, β ∈ [0, η], we have

cη(|û|2 + ‖ẑ‖2L2(−τ,0)) ≤ E ≤ Cη(|û|2 + ‖ẑ‖2L2(−τ,0)). (8.3)

Utilizing condition (M) and then making ε small enough, we obtain

D1 ≥ C(1 + |ξ|2)(|v̂|2 + |ẑτ |2 + ‖ẑ‖2L2(−τ,0)). (8.4)

On the other hand, using conditions (S) and (S)s, we have

D2 ≥ α(1 + |ξ|2)(〈(SL+ L)1ŵ, ŵ〉 − 〈L1v̂, v̂〉 − %|ŵ|2 − C%|ẑτ |2)
≥ α(1 + |ξ|2)(C1|ŵ|2 − C2|v̂|2 − C2|ẑτ |2) (8.5)

by choosing % > 0 small enough. According to the condition (K) and û(t, ξ) ∈
Ker(Π2Q(ω)) we have, after using Young’s inequality,

D3 ≥ αβ(C1|ξ|2|û|2 − C2|ŵ|2 − C2|ẑτ |2). (8.6)

Taking β sufficiently small and then α small enough, we obtain from (8.3)–(8.6) that

(1 + |ξ|2) d
dt
E + c|ξ|2(|û|2 + ‖ẑ‖2L2(−τ,0)) ≤ 0 (8.7)

for some constant c > 0. This inequality sets up the proof of the following theorem.

Theorem 8.1. Assume that conditions (L), (S), (M), (Q), (K), and (S)s are satisfied
and let s ≥ 1. Suppose that (u0, z0) ∈ (Hs ∩ Xc ∩ L1) × L2

θ(H
s ∩ L1). Then, the

solution of (4.1) satisfies the pointwise estimate

|û(t, ξ)|+ ‖ẑ(t, ξ)‖L2(−τ,0) ≤ Ce−ctρ(ξ)(|û0(ξ)|+ ‖ẑ0(ξ)‖L2(−τ,0)) (8.8)
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where ρ(ξ) := |ξ|2/(1 + |ξ|2), for some constants c > 0, C > 0 and for every t ≥ 0
and ξ ∈ Rd. Moreover, we have the decay estimate

‖∂`xu(t)‖L2 + ‖∂`xz(t)‖L2
θ(L

2) ≤ CI1(1 + t)−
d
4
− `

2 + CI2,`e
−ct/2 (8.9)

for every 0 ≤ ` ≤ s and t ≥ 0, where I1 := ‖u0‖L1 +‖z0‖L2
θ(L

1) and I2,` := ‖∂`xu0‖L2 +

‖∂`xz0‖L2
θ(L

2). In particular, for every 0 ≤ ` < s, we have

‖∂`xRu(t)‖L2 ≤ CI1(1 + t)−
d
4
− `

2
− 1

2 + CI2,`+1e
−ct/2. (8.10)

Proof. The pointwise estimate (8.8) in Fourier space follows immediately from the
inequality (8.7) and the equivalence (8.3). The proof of (8.9) relies on integrating
(8.8) over Rd and separating the integral into low and high frequency parts. For
|ξ| ≥ 1, we have 2ρ(ξ) ≥ 1 and consequently from (8.8) we infer∫

|ξ|≥1
|ξ|2`(|û(t, ξ)|2 + ‖ẑ(t, ξ)‖2L2(−τ,0)) dξ

≤ Ce−ct
∫
|ξ|≥1
|ξ|2`(|û0(ξ)|2 + ‖ẑ0(ξ)‖2L2(−τ,0)) dξ ≤ CI2,`e

−ct

by Plancherel’s formula and Fubini’s theorem. On the other hand, for |ξ| ≤ 1, we
have ρ(ξ) ≥ c̃|ξ|2 for some constant c̃ > 0, and thus,∫

|ξ|≤1
|ξ|2`(|û(t, ξ)|2 + ‖ẑ(t, ξ)‖2L2(−τ,0)) dξ

≤ CI1

∫
|ξ|≤1
|ξ|2`e−cc̃|ξ|2t dξ ≤ CI1(1 + t)−

d
4
− `

2 .

Taking the sum of these estimates and then using Plancherel’s formula and Fubini’s
theorem, we obtain the decay estimate (8.9). Finally, (8.10) follows immediately
from the constraint and (8.9). �

Corollary 8.2. Suppose that the assumptions of the previous theorem hold. If in
addition, (L)∗ and (Q)∗ hold, then for some c0 > 0 and C > 0, there holds

‖∂`xw(t)‖L2 + ‖∂`xz(t)‖L2
θ(L

2) ≤ CI1(1 + t)−
d
4
− `

2
− 1

2 + CI2,`+1e
−c0t (8.11)

‖∂`xRu(t)‖L2 ≤ CI1(1 + t)−
d
4
− `

2
−1 + CI2,`+2e

−c0t (8.12)

for every 0 ≤ ` < s in (8.11) and 0 ≤ j < s− 1 in (8.12).

Proof. The proof of the decay estimate (8.11) is the same as in the proof of
Theorem 5.6. On the other hand, (8.12) follows from (8.11) and the constraints. �

Example 8.3. As an application, we consider the system of wave equations (7.3).
If the initial data corresponding to this system when written in the form of (1.1)
are integrable with respect to space, then the associated state satisfies the decay
estimates (8.8) and (8.11). These results are also valid for the wave system (7.2)
and the Timoshenko system (7.1) when a 6= 1.
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8.2. Regularity-Loss Decay Estimates. In this section, we derive decay
estimates for integrable data where condition (S)s is replaced by the weaker condition
(S)r. For systems without delay, we refer to [29]. Recent advances for regularity-loss
decay estimates can be found in [4, 13, 28, 30] and the references therein.

Let us start with the energy identity

(1 + |ξ|2)2 d
dt
Ẽ + (1 + |ξ|2)D1 +D2 +D3 = 0 (8.13)

where Ẽ = 1
2
(E1 +α(1+ |ξ|2)−1E2 +αβ(1+ |ξ|2)−2E3), while Ej and Dj, for j = 1, 2, 3,

are the same terms as in the previous subsection. The equivalence (8.3) also holds
in place of Ẽ . First, we rewrite

〈i(SA(ω))2û, û〉 = 〈Y (ω)(û− v̂), û− v̂〉+ 〈Y (ω)v̂, û〉+ 〈Y (ω)û, v̂〉
+ 〈Y (ω)v̂, v̂〉+ 〈i(Q(ω)TΠ1WR)2û, û〉.

According to condition (S)r, the first term on the right-hand side is nonnegative.
The last term can be written as 〈i(Q(ω)TΠ1WR)2û, û〉 = 〈W1Rû, û〉, which is non-
negative as well since W1 is nonnegative on the range of R. Therefore, by applying
Young’s inequality, we get

|ξ|(1 + |ξ|2)〈i(SA(ω))2û, û〉 ≥ − η|ξ|2|û|2 − Cη(1 + |ξ|2)2|v̂|2

for every η > 0, and consequently,
D2 ≥ α(1 + |ξ|2)(C1|ŵ|2 − C2|v̂|2 − C2|ẑτ |2)− αη|ξ|2|û|2 − αCη(1 + |ξ|2)2|v̂|2.

Using this inequality together with (8.4) and (8.5), we have

(1 + |ξ|2)D1 +D2 +D3 ≥ (1 + |ξ|2){(C − αCη)(1 + |ξ|2)− αC2)}|v̂|2

+ {C(1 + |ξ|2)2 − αC2(1 + |ξ|2)− αβC2}|ẑτ |2 + α|ξ|2(βC1 − η)|û|2

+ C(1 + |ξ|2)2‖ẑ‖2L2(−τ,0) + α{C1(1 + |ξ|2)− βC2}|ŵ|2.
Choosing the constants α, β, and η in such a way that β < C1/C2, η < βC1, and

α < min{C/(Cη +C2), C/[C2(β + 1)]}, and then using them in the energy equation
(8.13), we get

(1 + |ξ|2)2 d
dt
E + c|ξ|2(|û|2 + ‖ẑ‖2L2(−τ,0)) ≤ 0 (8.14)

for some constant c > 0. With this estimate, we are now ready to establish the
following theorem.

Theorem 8.4. Suppose that the conditions of Theorem 8.1 hold where (S)s is re-
placed by (S)r. The solution of (4.1) satisfies the pointwise estimate

|û(t, ξ)|+ ‖ẑ(t, ξ)‖L2(−τ,0) ≤ Ce−ct%(ξ)(|û0(ξ)|+ ‖ẑ0(ξ)‖L2(−τ,0)) (8.15)

where %(ξ) := |ξ|2/(1 + |ξ|2)2, for some constants c, C > 0, and for every t ≥ 0 and
ξ ∈ Rd. In particular, we have the decay estimate

‖∂`xu(t)‖L2 + ‖∂`xz(t)‖L2
θ(L

2) ≤ CI1(1 + t)−
d
4
− `

2 + CI2,`+k(1 + t)−
k
2 (8.16)

for every 0 ≤ k + ` ≤ s and t ≥ 0, where I1 := ‖u0‖L1 + ‖z0‖L2
θ(L

1) and I2,`+k :=

‖∂`+kx u0‖L2 + ‖∂`+kx z0‖L2
θ(L

2). Moreover, for every 0 ≤ ` < s, we have

‖∂`xRu(t)‖L2 ≤ CI1(1 + t)−
d
4
− `

2
− 1

2 + CI2,`+k+1(1 + t)−
k
2
− 1

2 .
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Proof. First, let us notice that we can obtain the same estimate as in the proof
Theorem 8.1 at lower frequencies since %(ξ) ≥ c̃|ξ|2 for some constant c̃ > 0 and for
all |ξ| ≤ 1. For |ξ| ≥ 1, we have %(ξ) ≥ C|ξ|−2 for some C > 0, and based on this
we have the estimate∫

|ξ|≥1
|ξ|2`(|û(t, ξ)|2 + ‖ẑ(t, ξ)‖2L2(−τ,0)) dξ

≤ C sup
|ξ|≥1

e−cCt|ξ|
−2

|ξ|2k

∫
|ξ|≥1
|ξ|2(`+k)(|û0(ξ)|2 + ‖ẑ0(ξ)‖2L2(−τ,0)) dξ

≤ CI2,`+k(1 + t)−
k
2 .

When combined with the estimate at lower frequencies, we obtain (8.16). The rest of
the theorem can be verified following the comments in the proof of Theorem 8.1. �

We also have the following result analogous to Corollary 5.4.

Corollary 8.5. In the framework of the previous theorem and with the additional
conditions (L)∗ and (Q)∗, we have

‖∂`xw(t)‖L2 + ‖∂`xz(t)‖L2
θ(L

2) ≤ CI1(1 + t)−
d
4
− `

2
− 1

2 + CI2,`+k+1(1 + t)−
k
2
− 1

2 (8.17)

‖∂`xRu(t)‖L2 ≤ CI1(1 + t)−
d
4
− `

2
−1 + CI2,`+k+2(1 + t)−

k
2
−1 (8.18)

for every 0 ≤ `+ k < s in (8.17) and 0 ≤ `+ k < s− 1 in (8.18).

Example 8.6. The estimates (8.16) and (8.17) are valid for the Timoshenko sys-
tem (7.1) with delay when a = 1. In this system, recall that PLu = (u1, 0, 0, u4).
Likewise, (8.16)–(8.18) are satisfied by the Euler–Maxwell system (7.4) with delay,
and for this system, the state components w = PLu and Ru are given in Section 7.
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