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ABSTRACT.

We consider an optimal control problem for the two-dimensional viscous Cahn—
Hilliard—Oberbeck—Boussinesq system with controls that take values in the space
of regular Borel measures. The state equation models the interaction between
two incompressible non-isothermal viscous fluids. Local distributed controls
with constraints are applied in either of the equations governing the dynamics
for the concentration, mean velocity, and temperature. Necessary and sufficient
conditions characterizing local optimality in terms of the Lagrangian will be
demonstrated. These conditions will be obtained through regularity results for
the associated adjoint system, a priori estimates for the solutions of the linearized
system in a weaker norm compared to that of the state space, and the Lebesgue
decomposition of Borel measures.
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1. INTRODUCTION

Separation of phases for binary fluids may occur through nucleation and growth or
spinodal decomposition. For nucleation and growth, the phases are separated by
disconnected spherical structures with a fixed composition. With spinodal decom-
position, the phases are interconnected and the composition changes through time.
In certain situations, it is desirable to modify the process of phase separation in
order to improve the chemical composition and physical characteristics of the final
mixture. As mentioned in [31], the motion of a fluid mixture can be influenced by
velocity controls through the placement of a mechanical stirring device or an ultra-
sound emitter. Alternatively, magnetic fields can be utilized to dictate the velocity
of the flow of electrically conducting fluids [35].

It is favorable in some binary alloys to avoid or at least minimize phase separa-
tion to increase the strength and lifetime of the alloy. The performance of polymeric
membranes obtained from a homogeneous polymeric solution via immersion precip-
itation process depends on the resulting morphological structure. Here, the solution
is separated into two components with contrasting densities, to which the denser
component solidifies by crystallization while the lighter components turn into pores
[52].

Phase separation is also undesirable in glass production as it results in difficulties
in the molding procedure and can lead to poor quality of the final glass. For multi-
component glass ceramics used for consumer, medical, or biological applications, it
is impeccable that the materials have high mechanical strength and low thermal
expansion. Glass materials are typically formed by melting a base glass and then by
applying a heat treatment to control the nucleation and precipitation of the glass
crystals. On the other hand, by adding and removing suitable elements in sodium
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borosilicate glasses, it was observed that, depending on the composition of the glass
and the duration of the heat treatment, the resulting material has increased alkaline
resistance. For further details and other relevant resources, we refer the reader
to 27, 40, 44, 45, 50] and the references therein. The above examples serve as
motivations in considering controls for the composition, temperature, and velocity
of binary fluid flows.

In this paper, we analyze an optimal control problem subject to a system of
nonlinear partial differential equations that govern the evolution of non-isothermal,
incompressible, and viscous binary flows. The controls will be taken from function
spaces that have values in the space of regular Borel measures. These controls act
on subsets of the fluid domain and will have point-wise in time constraints. To be
precise, we will consider a non-convex optimal control problem

min G(¢,0,u) (1.1)

(00,0n,0v) € M
where, for a given (0o, 0y, ) in the set of admissible controls
o i={(00,0n,0) € Ly (I; M(wo)) x Lo (13 M(wn)) x Lo (1; M (wy)) -
106l ee (1:01(w0)) < Yos lonllgersnrn)) < s llovllige ity < whho (1.2)

the triple (¢,0,u) is a suitable weak solution to the following system of nonlinear
partial differential equations:

Orp + div (pu) — mAp = fo + Xw,0o in Q,
1= 706 — DG+ F(@) + 10 + fo in Q,
00 — 1,0 + div ((0 — lhp)u) — KAO = ag - u + fir + Xw, On in Q,
Ou+div(u®@u) —vAu+Vp = K(u—10)Vo+L(p,0)g + f, + Xw,0v In Q,
divu =0 in Q,
p=0Ap=0, =0, u=0 on %,
| #(0) =¢o, 0(0) =6, u(0)=1um in Q.
(1.3)

Here, 7o, h, W > 0, I :=(0,T) with 0 < T' < 00, Q := I X, and ¥ := I x I, where
I is the boundary of a sufficiently smooth open, bounded, and connected domain {2
in R2. Further description on the state system and the set of controls will be given
below.

In (1.1), we shall take the cost functional

1 T
G(6,0.u) = 5/0 /Q (Parldlt, 2) — dalt, ) + Al V(2 2) — palt, 2)?) de dt

1/t ) )
+§/0 /Q (Mal0(t, ) = Oa(t, ) + N |u(t, ©) — ua(t,z)?) dedt (1.4)

where the weights A\o1, Ao2, An, and A, are nonnegative constants, at least one of
them is not zero, and the functions ¢g,0; : @ — R and v, ug : Q@ — R? are the
desired concentration, temperature, concentration flux, and velocity, respectively.
The value of a weight signifies preference to which a state may be steered closer to
the desired target, and typically, a larger value of the weight means more priority
to have a smaller residual.
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For the state system (1.3), given a control triple (oo, on, o), the state variables
G, 10,0,p : Q — R and u : Q — R? are the order parameter, chemical potential,
temperature, pressure, and mean velocity for the binary fluid. Controls will act
on subsets wy, wy, and w,, which are relatively closed in €2, with y, denoting the
indicator function of w C €2. The subscripts o, h, and v represent order parameter,
heat, and velocity, respectively. Although the three controls are simultaneously
applied, one can also specialize to the case where only one or two of them are
present, and the results in this paper can be easily modified to such scenarios.

The known external sources are denoted by f,, fc, fh, and f,, and these designate
the chemical concentration source, internal micro-force, heat source, and external
body force. The positive constant parameters m, 7, €, k, v, K, l., and [;, correspond
to the diffusive mobility, order parameter viscosity, interfacial thickness, thermal
conductivity, kinematic viscosity, capillarity stress, and the last two being related
to the latent heat. Finally, F(¢) = By¢> — B1¢ with By, 81 > 0 is the derivative of
a double-well potential, £(¢,0) = ap + a1¢ + s with ag, a1, as € R is a linearized
equation of state for the density, g € R? is a gravitational force, and o € R is a
linearized adiabatic heat.

The system (1.3) is a coupling of the viscous Cahn-Hilliard and Oberbeck—
Boussinesq systems and is based on the classical works [5, 6, 41|, the addition of
viscous term in [26], and the coupling due to surface tension in [39]. We refer the
reader to the work of the author in [42] and the relevant references therein for an
outline of the derivation to the above system in the case 7 = 0.

Let us discuss the notation introduced in (1.2) for the set of admissible controls.
For an open and relatively closed subset w of Q, M(w) is the Banach space of real
and regular Borel measures on w. According to the Riesz Theorem, M (w) can be
topologically identified with the dual of the Banach space

Co(w)={peC(@):p=00ndwNnT}

endowed with the supremum norm ||¢||cyw) = Sup,e, |©(2)|. The associated dual
norm for M (w) is given by

lollarw)y = sup {0, Q) m(w).Colw) = SUD ¢do = |o|(w)
18l gy <1 19l cpw) <1 Jw

where |o| denotes the total variation measure associated to o € M (w). With respect
to the product space Cy(w) := Cp(w) x Cp(w), we shall consider the norm

[@llcow = llPrllcow + IP2lloow) V@ = (61,¢2) € Co(w).
The corresponding dual norm in M (w) := M(w) X M(w) = Cy(w)’ is given by
o]l M) = max{llor v, o2l Vo =(o1,02) € M(w)

and duality pairing is defined by
<UJ¢>M(w),Co(w) = / ¢d0- = /‘bl d0'1 + / ¢2 d02-

The definition of L(/; M(w)) and other measure-theoretic results needed in the
analysis will be discussed in Sections 2 and 4.

Starting from [1], several papers have addressed optimal control problems for time-
dependent flows in fluid mechanics and their various applications in other areas of
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the sciences. We only mention some works that are closely related to the state system
being considered in this paper. Optimal control for the Cahn-Hilliard equation and
other phase-field type systems can be found for instance in [13, 14, 15, 16, 25, 36,
22, 48]. In the case of the time-dependent and time-discrete Cahn-Hilliard-Navier—
Stokes equation, optimal control problems were discussed in [21, 29, 30|. Most of
these papers deal with controls that lie in a Hilbert space. In contrast to (1.1), the
controls lie in non-reflexive Banach spaces.

Measure-valued controls, both from theoretical and numerical perspectives, have
gained interest since they promote sparsity. This means that the supports of the
optimal controls are relatively small compared to the domain. For stationary prob-
lems, we refer to the papers [7, 8 11, 12, 18]. For evolutionary problems, see
[9, 19, 33, 28, 34|. In particular, the recent work of Casas and Kunisch for the
Navier-Stokes equation in |9] greatly influenced the current paper. The coupling of
the non-isothermal viscous Cahn—Hilliard system with the Navier—Stokes equation
makes the analysis more involved.

Let us mention two main challenges in this direction. First, one has to provide a
suitable functional analytic framework for the weak solutions to the state system.
Second, with the presence of the term uV¢ in (1.3) due to surface tension, we need
to lay down suitable a priori estimates that arise from this term in the linearized and
adjoint systems, and will enable us to express the second-order conditions for local
optimality. To the best knowledge of the author, measure-valued controls to the
viscous Cahn—Hilliard equation have not been studied yet. In addition, the results
of this paper can be easily adapted to simpler models, namely, the viscous non-
isothermal Cahn—Hilliard system (constant w), the Oberbeck—Boussinesq system
(constant ¢), and the Cahn-Hilliard-Navier—Stokes system (constant 6).

The first issue mentioned above has been considered in [43], following the strategy
in [10] for the Navier-Stokes equation. The main idea there is to split the state
system into linear and non-linear parts, proceed with the linear part using extended
maximal parabolic regularity, semigroup methods, and interpolation theory. Then,
one can consider the nonlinear part with a classical Faedo—Galerkin method for
Hilbert spaces. In principle, this paper is a continuation of the work that has been
initiated in [43].

With regard to the second issue, the goal is to have a definiteness for the second
derivative at a local solution with respect to a norm equivalent to the cost functional.
This norm is weaker than that of the solution space for the state system. Following
[9], the second-order conditions will be formulated in terms of the Lagrangian, which
is the sum of the cost functional and an integral term associated with the control
constraints. Observe that the constraints as defined in (1.2) can be viewed as a list
of point-wise in time constraints

loo () 1as(we) < Yoo lon(E)lazen) < Yhs lovi ()| arn) < s llove () aren) < W

for a.a. (almost all) ¢ € I. In this direction, following the finite-dimensional case, we
shall consider the Lagrangian

L((aoa Oh, O'V), (mm Mh, mv))

T
= G(9,0,u) +/0 [mO(HUOHM(wo) — %) + mh(HUhHM(Wh) - 'Vh)] dt
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T
+/0 [mu1(llovill ey — W) + mua(llovellar,) — )] dt

where me, mn, my1, My € LY (1) :={m € L'(I) : m > 0 a.a. in I} are the Lagrange
multipliers corresponding to the above inequality constraints, respectively.

The structure of the paper is as follows: Section 2 provides a brief introduction
to the notation for the various function spaces needed in future discussions. Section
3 presents the analysis of the state system, the existence of optimal controls, and
the well-posedness of the adjoint system. Finally, Section 4 deals with the necessary
and sufficient conditions for local optimality.

2. FUNCTION SPACES

We shall follow the standard notation in [2] for the Lebesgue spaces LP(2) and
Sobolev spaces W*P(Q2) for s > 0 and 1 < p < co. The closure in W*?(Q) of the
set C5°(€2) of all infinitely differentiable functions having compact support in  will
be denoted by WyP(Q) and its dual by W% (Q) := WP (Q)', where p/ = p/(p — 1)
for 1 < p < oo and p’ = oo if p = 1. The space of all functions in LP(Q2) with
vanishing integrals over  will be written by LP(Q2). A boldface will be used to
denote the product of these function spaces with themselves. For instance, LP(€)) :=
LP(Q) x LP(Q2), W*P(Q) := W=P(Q) x W*P(Q), and WF(Q2) := WP(Q) x WP (Q).
We shall follow this convention in the succeeding discussion without further notice.

For 1 < ¢ < oo, let A, = —A : D(A,) C LYQ) — L%YQ) be the Dirichlet
Laplacian with the domain D(A,) = W24(Q) N Wy %(Q). Likewise, for 1 < p < oo,
we introduce the Stokes operator A, = —P,A : D(A,) C LY(Q2) — LL(Q) with
domain D(A,) = W2?(Q) N W*(Q) N LE(Q). Here, LF(Q) is the closure of {v €
Cyr(Q) :dive =0in Q} in LP(Q) and P, : L*(Q2) — L?(Q) is the Leray-Helmholtz
projector.

For s > 0 we set X*9(Q) := D(AZ/Q) and X3P(Q) := D(A;/Q) equipped with the
norms || xsa) = |47 0|l 1a(e) for ¢ € X4(Q) and [|ulxsr() = [ AY*ullzz @)
for u € X2P(Q). With regard to the domains of the fractional Dirichlet Laplacian
and the Stokes operator in LP-spaces, we refer to [23| and [24]. The dual spaces will
be written as X 97(Q) := X*4(Q) and X %7 (Q) := X>P(Q). In particular, we
have X19(Q) = W;%(Q) and X17(Q) = WP(Q) N L2(Q).

We denote the dual operators of A, and A, by A, : L7 () — X 27 (Q) and A}, :
L¥ () — X2 (), respectively. These dual operators admit unitary extensions
such that A; : Wol’q/(Q) — WL (£2) and Al X7(Q) - X7(Q), see for
instance [9].

Given 1 < r < oo, we introduce the following real interpolation spaces

ZS,T(Q) = <X5_27q<9)7Xsyq(Q»l/r’,r
V2 (Q) = (X52P(Q), X 2P () 1/ 0

The initial data will be taken in certain sums of these function spaces with suit-
able values of ¢, p, r, and s. In particular, classical interpolation theory yields

Z3,(Q) = X22(Q), Z3,(Q) = L*(Q), and V,(Q) = LZ(Q). For further details on
interpolation theory, we refer to the standard texts [3, 4, 38, 49].
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If X is a Banach space and 1 < r < oo, then we denote by L"(I; X) the Bochner
space of equivalence classes of strongly measurable functions f : I — X such that
| fllzr(r;x) < oo, where

T 1/7‘

|l = ( | s dt) for 1 < 1 < oo, 2.1)
0

Illmis0 = e sup £ (2.2

For a separable Banach space X, L" (I; X') denotes the space of all equivalence
classes of X-weakly measurable functions f : I — X’ such that ||f| .z ,x1) < 00,
where the norm is defined as in (2.1) or (2.2) with X replaced by X’. Then, we
have L'(I; X) = L7 (I;X') for 1 < r < oco. If X and X’ are separable, which is
the case for instance when X is reflexive and separable, then the notions of weak
and strong measurability for functions from [ into X’ are equivalent due to Pettis
Measurability Theorem [17, Theorem I1.1.2], and we have LI (I; X') = L"(I; X’).
The reader is referred to [20, Sections 12.2 and 12.9] or [32, Chapter 7| for the
details, in particular, to the proof of the above duality identification.

Given two Banach spaces X and Y such that X — Y, that is, X is continu-
ously embedded in YV, we let Wh(I; X,Y) := {u € L"(I;X) : Qu € L"(I;Y)}
equipped with the graph norm, W (I; X) := W'(I; X, X), and WOI’T(I;X) =
{u e W (I; X) : w(0) = u(T) = 0}. Recall that time-evaluations of elements in
WLr(I; X,Y) are well-defined due to W' (I; X, Y) < C(I;Y). The function spaces
for the state variables, except for the pressure and the chemical potential, will be
taken in

22,(Q) = W (I, X*(), X*29(Q)
V2,(Q) = W (I X5P(9), X5 20(9),

under suitable values of ¢, p, r, and 5. According to [3, Theorem I11.4.10.2|, we have
the following continuous embeddings

2:,(Q) = C(L Z,(@),  V5,(Q) = C(IV5,(Q).

This is consistent on what have been mentioned earlier for the spaces of initial data.
We point out that the notations in [43, Sections 2 and 3| are adapted in this paper.
Finally, in relation to the controls, we consider the function spaces

M= L0 (1; M(wo)) x LT (I; M(wh)) X L (1; M (w,))
N5 p(Q) i= LT(L;WH(Q)) x LN(I;W™H(Q)) x LT (I; WHP(Q)).
Then, M" — N, (Q) for p,q,s € (1,2) and 1 < r < oo. Indeed, given

s € (1,2) and a relatively closed subset w in €, we have 2 < § < oo,

and so WOI’E/(Q) — Cy() <= Co(w) by the Sobolev embedding theo-
rem. This implies that M(w) < W~ 1%(Q) by duality, and consequently,

L7 (I; M(w)) < LT(I; W=3(Q)) = L™(I; W=15(Q2)) since W' () is separable and
reflexive. We equip M with the norm

(00, Tn, o) | M = max{|| 06| Lo (1;01(wo)) s [|Tn | oo (101w [T Lo (ina () -
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3. ANALYSIS OF THE OPTIMAL CONTROL PROBLEM

In this section, we present the well-posedness of the state system (1.3), the existence
of solutions to (1.1), the differentiability properties of the associated control-to-state
operator, and finally, the well-posedness of the corresponding dual problem.

3.1. WELL-POSEDNESS OF THE STATE SYSTEM. For the existence and
uniqueness of weak solutions to (1.3), and later the existence of optimal controls,
we shall assume the following:

qge(1,2), s,pe4/3,2), ref4,00), q<s. (3.1)
Let 2 < XA < oo. The function space for the sources will be the product space
e (e)
= [L(LWH(Q) + LA WH2(Q)] x [L7(L;WH(Q) + LI WH(Q))]
X (LI W) + LML WH(@Q)] x (L7 (1 We(Q)) + LI Wy ()]
while the function space for the initial data is given by

Dy p(Q) = [25,(Q) + Z3,(Q)] % [Z,,(Q) + Z5,(Q)] % [V},(2) + V3,(Q)].

q,5,p

Also, the weak solution space and the space for the associated pressure will be

Wi (Q) = [22,(Q) + Z3,(Q)] x [21,(Q) + Z1,(Q)]

X (V3 (Q) + ViA(Q)) x [L7 (1 Wy () + LN W ()]
PpAQ) = W (I 1P(Q) + WA T LA(Q).

We refer the reader to |4, Lemma 2.3.1] for the definition of the norms for the
sum and the intersection of two Banach spaces, both of them being continuously
embedded in some Hausdorff topological vector space. In the current section, we will
take A = 2. In the case of second-order sufficient conditions, higher integrability is
needed. More precisely, we shall take A = r/2 with r > 8 in the succeeding section.

Let us now present the notion of weak solutions to the state system (1.3). Here,
we follow the formulation in [43, Section 4.2].

Definition 3.1. Suppose that (3.1) holds and let (fo, fu, f,. fc) € Fu2,(Q),
(¢07 907 uO) DT2 (Q)7 and (0_0a Oh, Jv) e M’ We say that (¢a 0) u, ILL) W;?sp(Q)

a,5,p

is a weak solution to (1.3) if the initial condition (¢(0),6(0),u(0)) = (¢o, 6o, uo)

holds in D}% (), the following variational equations

/ {016+ div (6). pyy—s oy 2y + A DDy sy i o)
/ {{fo: Pl —ragywid (@) T (T0s P)r(wo) Colwor } A
/0 {<at0 + KJA;/Ha Q>W71,s(Q) Wol’S/(Q - lh (at¢7 Q)L2(Q)} dt

/ { le — lh¢) ) >W L2( Wol!Q(Q) - (ag " u, Q)LZ(Q)}dt
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T
= /0 {{fn, Q>W—1,s(9),wolﬂs’(g) + (o, Q)M("Jh):c()(wh)} dt
T

/0' {<atu + VA;/’U/, p>x;1ap(9)7x(lfm/(g) + <d1V ('LL ® u’)? p>W_1’2(Q),W(1)’2(Q)} dt

T
= /0 {(4(¢,0)g, P)L2(Q) + K((n = O)V g, p>W—1’2(Q),Wé’2(Q)} dt

T
+ /0 {<fv7 p>X;1’p(Q),X(1,’p/(Q) + <0-V7 p>M(wv),CO(UJv)} dt
are satisfied by every p € L™ (I; We? (Q)) N LA(I: Wi()), 0 € L™ (I; W& (Q)) n
LX(I; W 2(Q), p e L"(I; X2 (Q)) N L2(I; X 1*(Q)), and we have
=Tt —eAd+ F(o) + 1.0+ fe a.a. in Q.

Moreover, a function p € P;’Q(Q) is said to be an associated pressure if the equation
involving p in (1.3) is satisfied in the distributional sense, that is, it holds that

(O, 0 >W*“(I;W*I»P(Q))+W*1»2<I;W*172(ﬂ)),W&”’u;Wg*P’(Q))mW&@(I;W&’Q(Q))
T
+ /0 {{div (u ® u), Q>W*1v2(Q),Wé’2(Q) +v(Vu, vQ)LP(Q)27LP,(Q)2} dt
= PV @y ey w2 (@) v (T () (12 )

T
= /o {(e(¢,0)g, Q)L2(Q) + K{(p = 10)V ¢, Q)W_LQ(Q),W%)’Q(Q)} dt

T
+ / {<fv7 Q>W—1,p(g)7wévp’(g) + <UV7 Q>M(wv)»co(wv)} dt
0

for every @ € Wi (I WeP' () N WE2(I; WE2(Q)). &

We refer to |43, Section 4.2] for the explanation on why the terms that appear
in the above variational equations are well-defined. Duality pairings that involve
the measure-valued controls have been discussed in the latter part of the previous
section.

Theorem 3.2. Assume that the first statement of Definition 3.1 is satisfied. Then,
the state system (1.3) admits a unique weak solution (¢,0,w,p) € W2 (Q) with
an associated pressure p € 73;’2(@). Furthermore, there is a monotone increasing
and continuous function € : [0,00) — [0,00) independent of the solution, initial
data, source functions, and controls such that €(0) =0 and

H(‘b? 97 u, M)HWZ’,?p(Q) + ”pHP;’Q(Q)
S Cg(|ag| + ||(f07 fh7 .fva fC)H}-Z’,g,p(Q) + ||(§Z50,90,’U,0)||D;§’p(9) + ||(0'0’0-h’ UV)HMT)

Proof. Since M" x {0} — N’ _ (Q) x {0} — F"2 (Q), the result follows

q5.p ¢.5.p
immediately from [43, Theorem 4.12]. O

Let us define the control-to-state operator

F: M — W (Q)

q,5,p
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as follows: F(oo,0n,0,) = (¢,6,u, ) if and only if (¢,6,u, ) € Wi (Q) is the
weak solution of the system (1.3). In what follows, the source terms ( fo, fi, f,, fc) €
Fr2 (Q) and initial data (¢, 0, ug) € D22 () are fixed.

q,5,p q,5,p
We also define the operator

H: 72 (Q) = W2 (Q)

according to H(fo, fo, £, fo) = (6,0, w, 1) if and only if (¢,0,u,u) € Wy?2 (Q) is
the weak solution of (1.3) with 0, = 0, =0, o, = 0, and (f,, fu, f, fc) is replaced
by (fo, fn, fys fo)- 1t is obvious that F = Ho I, where I : M" — ]:g’ip(Q) is given
by

I(Uov Oh, 0'\,) = (fo + XwoTo» fh + Xw,0h, fv + X Ovs fc)

Since | is affine and M" x {0} < F2_(Q), then | is obviously of class C** and for
every s € M" and r = (po, pn, p,) € M" it holds that

DI(8)7 = (XwoPos XeonPhs Xeoy Py 0).- (3.2)

Due to the fact that the right-hand side of (3.2) is independent of s, we shall simply
write the left-hand side as Dlr.

Theorem 3.3. We have H € C™(F% (Q), W.2% (Q)). The actions of the first

q,S8,p
and second-order derivatives

DH : F7(Q) = L(FZ,(Q), Wi, (Q))

q7s7p q757p q787p
2 . ,2 T,2 T,2 r,2
DH : F,(Q) = L(F,(Q) x Fuip(Q), Wi ,(Q))

can be characterized as follows: Given f € F2 (Q) and € = (o, Ghs Gy, Jc)

q,5,p N
.’Fg’ip(Q), we have DH(f)g = (¢, ¢, w,§) if and only if (¢, w,§) € Wgﬁ,p(Q)

with associated pressure w € P;’Z(Q) 1s the weak solution of the linearized system

Opp + div (Yu) + div (pw) — mAE = g, in Q,
€ =m0 — A + F(O)) + 1 + ge in Q.
0i¢ — 1n0yp + div ((¢ — lw)u) + div ((0 — lhp)w) — kA =ag-w+ g, n Q,
Orw +div(w @ u) + div(u ® w) — vAw + Vw

=K = 1OV + K(p =10V + (19 + aa()g + g, in Q,

divw =0 in Q,
v=AY=0, (=0, w=0 on X,
L ¥(0)=0, ((0)=0, w(0)=0 in €,
(3.3)

where (¢,0,w, 1) = H(f). In addition, given g*¥ = (g%, gF, g%, g*) € .’F’Z’iP(Q) for
k=1,2, the equation D*H(f)(g', g%) = (¥, ,w, §) holds if and only if (1, (,w,§) €

Wg’i,p(Q) with associated pressure w € Pp*(Q) is the weak solution of the linearized
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system
[ 0 + div (Yu) 4+ div (pw) — mAE = — div (Prw,) — div (Yowy)  in Q,
§=T10 — eAY + F' (o)) + F"(¢) 112 + 1€ n Q,
0 — 1nd + div (¢ — lnp)u) + div (6 — lhp)w) — KAC
=ag - -w—div (((1 — ly)ws) — div ((¢2 — lhhe)wy) in Q,
Ow +div(w @ u) +div(u @ w) — vAw + Vw
=K -1V + K — 1.0V + (a1v + aa()g (3.4)
—div (wy ® wy) — div (wy @ wy) + K(& — 1(1) Vg
+ K (&2 — 1(2) Vih in Q,
divw =0 mn Q,
p=Ap=0, (=0, w=0 on X,
| 0(0)=0, ¢(0)=0, w(0)=0 in Q,

where (¢,0,w, 1) = H(F) and (Y, Ce, wi, &) = DH(f)gF for k =1,2.
Proof. Consider the operator S : F72 (Q) x D72 (Q) — W2 (Q) defined by

q7s7p q7s’p q7s7p

s((.]?:h ﬁh }w ﬁ)? ((b(]a 907 Uo)) = <¢7 (97 u, M)

if and only if (¢, 0, u, 1) is the weak solution of (1.3) with o, = 0, =0, o, = 0, and
(fos [, £, fo) is replaced by (fo, fu, fy, fo). From [43, Theorem 5.2|, we know that
S is of class C. Thus, for a given (¢, 0, ug) € D2 (), H = S(-, (¢, 0y, ug)) is

q7s7p
of class C*°. The representations for the first-order and second-order derivatives of

F follow from those of the operator S provided in [43, Section 5|. O
We also note that for each f € ngp(Q), we have

DH(f)™" € L(0WV2,(Q), F42,(Q)), (35)
where
oWiip(@) = {(¥. ¢ w. ) € Wi ,(Q) : ¥(0) = 0,¢(0) = 0,w(0) =0} (3.6)
taken as a closed subspace of Wis (Q).

Corollary 3.4. Under the assumptions of Theorem 3.2, we have F €
COO(MT,W;’EVP(Q)) and the action of the first and second derivatives are
given by

DF(s)r = DH(I(s))Dlr
D?F(s)(r',7?) = D*H(I(s))(Dlr!, DIr?)
for every s,r,rt,r> ¢ M".

Proof. These follow from F = H o |, Theorem 3.3, and the chain rule. U
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3.2. EXISTENCE OF OPTIMAL CONTROLS. The existence of optimal controls
relies on the following continuity of the control-to-state operator.

Lemma 3.5. The operator F : M" — WS’iP(Q) is weak*-weak sequentially con-

tinuous. That is, if s* = s in M", then F(s¥) — F(s) in W2 (Q).

Proof. Suppose that s* = s in M" as k — oco. Then, the sequence {s*}3, is
bounded in M". From Corollary 3.4, this implies that {F(s*)}2°, is bounded in
Wgﬁyp(Q). Since ngp(Q) is reflexive, it follows that there exists a subsequence,
using the same superscripts for simplicity, and an element (¢, 0, u,pn) € W;iyp(Q)
such that F(s¥) = (¢,0,u, ) in W% (Q). Adapting the passage of limit for the
existence of weak solutions, see for instance Step 3 of the proof of [43, Theorem
4.9], it can be deduced that (¢,0,u, ) = F(s). Since the weak limit is uniquely
determined, we conclude that the whole sequence must converge weakly, that is,

F(s¥) — F(s) in W22 (Q). O

Let us write Wi2_(Q) = U2 (Q) x [L"(I; Wy (Q)) + L*(I; Wy*(22))] and define
G:U;% (Q) — R by (1.4). Denote by P: W2 (Q) — U2 (Q) the projection
onto the first three components. We then introduce the reduced cost functional
J: M" — R given by

J=GoPoF.

In this way, the original optimal control problem (1.1)—(1.4) is equivalent to the
following constrained infinite-dimensional optimization problem:

in J(s). 3.7

in J(s) (3.7)

Let s* € M. We say that s* is a global solution to (3.7) if J(s*) < J(s) for every

s € M. If there exists € > 0 such that J(s*) < J(s) for every s € MNBXI(s*),

where B2°(s*) is the open ball in M™ at s* with radius ¢, then s* is called a local

solution to (3.7). In addition, if J(s*) < J(s) for any s € MggNBZ(s*)\{s*}, then

we say that s* is a strict local solution. Local solutions with respect to the topology

of N7, (Q) are defined in a similar way. Since M™ — N7 (Q), an open ball in

q787p q7s7p

M is contained in an open ball of N7 (Q) with the same center and a scaled
radius. Thus, it follows that any local solution in the topology of N7 . (Q) is also

q787p
a local solution in the topology of M.

Theorem 3.6. Consider the assumptions of Theorem 5.2 and let ¢q,04 € L*(Q)
and Py, ug € LZ(Q). Then, the optimization problem (3.7) has at least one global
solution s* € M3y, that is, J(s*) < J(s) for every s € MZg.

Proof. First, note that M is a Banach space having a separable predual space
LYI; Co(wo)) x LY(I; Co(wn)) x LY(I;Cy(w,)). Consider a minimizing sequence
{sF}> | in M, that is, J(s*) tends to the infimum of J over MZ;. This se-
quence is bounded by the definition of the set of admissible controls, and hence
there is a subsequence such that s* = s* in M for some s* € MZ], according to
the Banach—Alaoglu-Bourbaki Theorem. This weak*-convergence also holds in M"
after taking another suitable subsequence since M> C M". Thanks to Lemma
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3.5, we deduce that if (¢*, 0%, u*, u*) = F(s*) and (¢*, 6%, u®, u*) = F(s"), then
(gbk?gkauknuk) - (¢*79*7U*>N*) n ngs,p(@)

Applying the Sobolev embedding theorem, we deduce that X39(Q) &= X*2(Q2) —
Xha(Q), X32(Q) 2 X22(Q) < XV(Q), X(Q) 2 L) < X7M(Q),
XR2Q) = LAHQ) = XT(Q), V) Z LI(Q) < VTP(Q), and
VR(Q) =X LA(Q) — V'*(Q). Here and throughout the paper, =% denotes
a compact embedding. From the Aubin-Lions-Simon Lemma [46], we obtain
Z,.(Q) + 25,(Q) S LA X*%(Q)), 2,,(Q) + £2,(Q) = L*(I;L*()), and
V) (Q) + V3,(Q) = L*(I;LA(2). As a result, one can extract a further
subsequence such that

(6%, Vo*, 6 uh) = (¢, V", 0, u*) in L*(I; L*(Q2))°.
Hence, it follows from the definition of the reduced cost functional J that

J(s*) = lim J(s*) = inf_J(s).

()= 760 = g T
Therefore, the minimum is attained at s*, which is then a global solution to the
optimization problem (3.7). O

3.3. THE ADJOINT SYSTEM. We study the dual problem corresponding to the
linearized system (3.3). In this direction, let us consider the following backward-in-
time linear system of partial differential equations with variable coefficients:

[ — 0o + 10 + T — w- V(g — ) + eAn
=F'(¢)n+aig-v—Kv-V(u—10)+go in @Q,
n=mAp+ Kv-Vo+ gc in Q,
-0 —u-VI+Klv- Vo — kA =asg-v+I1n+g, inQ,
—0w—u-Vv— (Vv)'u—vAv+ Vr (3.8)
=adg+ oV + (0 — 1,0)VI + g, in Q,
divo =0 in Q,
p=Ap=0, 9=0, v=0 on X,
L p(T) =0, J9(T)=0, »(T)=0 in Q.

We note that this system, with 7 = 0 and homogeneous Neumann boundary con-
ditions for ¢ and ¢, has been considered in [42] under the context of very weak
solutions. Here, different function spaces for the sources and the weak solutions
will be utilized under the presence of the parameter 7 > 0 and the different weak
solution space for the state system (1.3).

With regard to the source terms g¢o, gn, g,, and g, in the system (3.8), we shall
consider the function space G3(Q), where

GL(Q) == L'(I;WH(Q)) x L' (I; L*(Q)) x L'(I; L*(2)) x Z,,.(Q). (3.9)
The weak solution (¢, 9, v,n, ) will be sought in the product space
VH(Q) x LA W (),
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where

Yi(Q) = 2/.(Q) x 2,(Q) x V,.(Q) x Z,,(Q) (3.10)

and TW1s (Q) := Wh(Q) N L (©). For local second-order sufficient conditions, we
shall take s = 4 and r replaced by r/4 with r > 8 (see Lemma 4.12 below). At this
point, let us impose the condition

q,s,p € [4/3,2), reldo0), q<s. (3.11)

Theorem 3.7. Let (3.11) hold, (6,6, 1) € Wi, (Q) and (go, g 9, 92) € GH(Q).
Then, the adjoint problem (3.8) admits a unique weak solution (p,0,v,n) € Y3(Q)

with an associated pressure m € LQ([;/I/I?LQ(Q)). Moreover, there is a continuous
function € : [0,00) — [0,00) such that

(e, 0,0, m)ll330) + Il 2wy < €U, 0,w, 1)z

qqp

))H(gOa 9ny Gy gc)Hg%(Q)
(3.12)

Proof. We will only proceed by formally deriving a priori estimates. Nonetheless,
the proof can be made rigorous by using a standard Faedo—Galerkin method. In
what follows, § > 0 is a constant to be chosen at each step, ¢ is a generic positive
constant, and € : [0,00) — [0,00) will denote a generic continuous function. Both
c and ¥ depend on ¢, s, p, r, ), T, and the parameters appearing in (3.8). The
derivation will be split into several parts.

e Estimate for 9 in Z5,(Q) = W'(I; X**(Q), L*(€2)). Multiplying the third equa-
tion in (3.8) by —(0;¥ + AY) and then integrating by parts over 2 for the term
involving the time derivative, one has

/<;—|—1d

2 dt
+ 1091720y + 'fHAﬁH%?(Q) = —(2g - v+l + gn, O + AV)20).  (3.13)

||v7.9||L2 (U . Vﬁ, 07519 + A'ﬁ)LZ(Q) — ICZC(’U . ng, @19 + A’lg)LQ(Q)

Let us estimate the inner products appearing in this equation. Using the Holder,
Poincaré, and Young inequalities, we have

[(a2g - v + I + gn, 040 + AV) 20|
< c{l|vll2) + 1Mllz2) + lgnll 2@ HII0:I L2y + [|AD] 220 }
< 5Haﬂ9”%2(9) + 5HA19||%2(Q) + Cé{HUH%Q(Q) + HVUHiQ(QP + th”%%m}- (3.14)
Similarly, the inner products on the left-hand side of (3.13) can be bounded by
(- V9,000 + Ad) (o)) < ull g {99 e 1908 220y + V9 g | A0
< [l oy {1V Iz APt 193] 2y + kum A7)}

< 5]109132q +6HA19HL2 )+ csllullhs o V91120 (3.15)
Kle(v - Vo, 6%19 + M)n | < cllvlle ||V¢||L4(Q>{||0ﬂ9||mm> + 1AD] L2}

Here, we used the GagliardofNirenberg inequality in (3.15).
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Let n = [|9l51a0q) + lullza , + 1. According to the continuous embeddings
Z0.(Q)+ Z2(Q) > LWID) and VA, (Q) + VAa(@) > L1 L(©), we se
that hy, € L'(I) having the norm bound

1nllorny < G192z, @+23,0 + vy @+vi,@)- (3.17)

Substituting the inequalities (3.14)—(3.16) in (3.13), and then taking 6 > 0 small
enough so that 1 — 34 > % and kK — 30 > 5, we deduce the a priori estimate

k+1d K
LIy + 310900y + S 1Ay — el

< cllgnlBagay + chnd VI gy + 992200y - (3.18)

e Estimate for v in V},(Q) = WVA(I; X2*(Q),LZ(Q)). We shall take the test
function —(9yv + Av) in the fourth equation of (3.8). To eliminate the pressure, we
use the divergence theorem and the fact that div (O v+Av) = (0,+A) divev = 0. Let
us point out that this argument is valid at the discrete level in the Faedo—Galerkin
method. Integration by parts over €2 leads to the equation

v+1d 4
2 dt

+ (u - Vo + (Vo) u, dv + Av)p2q) + ||8t'v||ig(m -+ V||A'v||ig(m

— (adg +g,,0v + Av)2(q) — (9Vp + (0 — ) VI, O1v + Av) f2(q)-
Next, we estimate the inner products in this equation. On the left-hand side, we
apply the Holder, Gagliardo—Nirenberg, and Young inequalities to obtain

[(u- Vv + (Vo) u, 0w + Av)12(q)l

< cllullpso) {IVUllLa @2 l|0v] 20) + VUl 240y | Av ][ 2(0) }

1/2 1/2 1/2 3/2
< ] gy LI Vo | e | Av ||Lé(m||atv||m> + [Vl ot 1A 750 }

< 6HatUHL2(Q) + 5HAU”L2(Q) + C5HU’H§,4(Q)HVU”%2(Q)2 (3.20)

V030 (3.19)

and the first inner product on the right-hand side is bounded by
((adg + gy, 0 + Av) 2| < {19l 2() + 190l 22 HIIOrvl 22(0) + [[AV]£2(0) }
< 3]0 72y + 0l AV T2y + stV T2y + 1901720y }- (3.21)

Finally, we split the second inner product on the right-hand side of (3.19) into two
parts, use the Sobolev embedding W4(Q2) < L>(Q) to the first part, and apply
the Gagliardo—Nirenberg inequality to the second part so that

[0V, 0w + Av)p2(q)| < cll@l oo IVl 20 HIO] L2() + [[AV] 20) }
< |0z +5IIAUIIL2 + sl Bllvns @) IVl Z2) (3.22)
< |0 = ol s HW‘III/2 A9 o) {0 2y + 140 ] 220 }
< 000220 + 5||Av||L2(Q) 6 AV 220
+ es{ll0l 1) + 191173 HIVIIIZ2(q)- (3.23)
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Let Ay := [|0[[51.1(0) + 18] 1agq) + 1014y + ||u||L4(Q + 1. Taking into account the
continuous embeddings Z[;’,r(Q) + Z§7Q(Q) <—> LY, WH(Q)), ZS{T(Q) + 22172(62) —
LY(I; LY(2)), and V, (Q) + V},(Q) = L*(I; L*(Q2)), we get h, € L'(I) and

1hullray < €19l 23, @)+22 @) o+z1,@ 1 llullv @vi @) (3:24)

Plugging (3.20)—(3.23) in (3.19), and then taking § > 0 small enough in such a way
that 1 — 40 > l 0 < %, and v — 49 > %, we obtain the a priori estimate

V—|—1d v K
V0l + 51000 50y + 21800y — A2

< C”QVHL2(Q) + Chv{HVﬁHIﬁ(Q) + HVSDH%,Q(Q) + HVIUH%Q(QP}' (3.25)

e Estimate for n in L*(I; Wy*(Q)). From the equation for 5 in (3.8) and the con-
tinuous embedding W24(Q) — WH(Q), we immediately get

1911720y — cllA@lT2(0) < c{hellVoll72q) + lgel72() } (3.26)
where he = [|§][fy2.4(g) € L(I) since 27 (Q) + 25,(Q) — L*(I; W*(Q2)), and thus
||h ||L1 < %(||¢||Z3T(Q)+z 2(Q))- (3-27)

Using V(v - V@) = (Vv)V¢ + (V?¢)v along with the embeddings W24(Q) —
W (Q) and W*(Q) — L*(Q), we deduce that

V(v V¢)|’i2(g) < C{vaHiQ(Q)Q||V¢||%°°(Q) + ||v2¢||2L4(Q)2||U||2L4(Q)}
< clldlia@lI Vol - (3.28)
Taking the gradient of 7 in the second equation of (3.8) and using (3.28) yield
IVllZ20) — VAT o) < clll@livza@ I VOlT2p + VIl T2 (3:29)
e Estimate for o in L>(I; Wy (Q))NL*(I; X*2()). Using the test function ¢ in the
first equation of (3.8), applying Green’s second identity for the term involving eAn,
and noting (u -V, )2 = 0and (v-V(u—10),¢)r2) = —(v- Vo, 1 —10) 120

we obtain

1d
S 2dt

= (F'(¢)n+ 019 - v — w0, ) r20) + (Jos O)w-1.2(0) w22 (0)
+ K(v -V, 1 —10) 2. (3.30)

For the first two terms on the right-hand side of (3.30), we have

(9o 90>W71v2(9),wg’2(9)‘ < C{H%H%}V*lﬂ(g) + HVSOH%,Q(Q)} (3.31)

[(F' ()0 + a1g - v — 1n0,Y, SO)LZ’(Q)| < 5Haﬂ9|’%2(9) + 5H77H2L2(Q)
+es{(1F ()l (@) + DIVOllz2q) + VVlT20)2 - (3.32)

From the definition of F', one has [[F'()||r=@) < c([[¢]|7q) +1)- With respect to
the trilinear terms in (3.30), we estimate them as follows

—[ll720) + T(m, ©) 120y + Ih(w - VI, 0)r2() + €(n, Ap) 2o

n(w - VI, 0) 20| < ellwllpa) [Vl 2oy llell o)
< cAIVIIZ20) + 1l o) IVl 20} (3.33)

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



G. PERALTA 16 / 47

(v Vo, = )10y < clloll s IVl g2l — bl
< (V03 + (e + 101401 VB ) (3:34)

Using the equation for 7 in (3.8), the second term on the left-hand side of (3.30)
can be written as

(0, )iz = ~ o Vel ey + TK (O V6, @)z
— 7K(v -V, 0:0)12(0) + 7(0:4c, @)me(g),wgv?(g)- (3.35)
The inner products on the right-hand side of the latter equation satisfy the estimates
17{0uges w1200y w2y < l0ugelliv-12(0) + IV OllZ20)} (3.36)
ITK(0sv - Vo, 0) 20| < cl| 0| 2oy IVl L1y llell o)
< 01101720y + csll@llia@ Vel (3.37)
[TK(v - Vo, atcb)m )| < el Vel rzollogll e
< c{lIVollizqp + 10i0l17: () IVl T2(0) - (3.38)

Finally, adapting the procedure in the case of n, we get the following lower bound
for the remaining inner product in (3.30)

me
€0, A0 r20) 2 8¢ 12) — estlidlhva I VOllzzp + N9ellzz @} (3:39)

Let ho 1= [|F" (&)1 7 () TSl fr2(0) H10: 1 70 ) 21T a0y HNON ) H 1wl F 0 ) +1
Then, following the same arguments as before, it is not hard to see that h, € L'(1)
and

hellzsy < 01,0, )lhye o)) (3.40)
Furthermore, by utilizing (3.31)—(3.39) in (3.30) we deduce the a priori estimate

1d me
2dt{”§0”L2 ) M7Vl ig} + 5 ||A90||%2<Q)

= 0llnllZ2) = G109z ) — 5||3t'v||2Lz(m

< cs{llgollv-12() + 19l 220y + 10:gelliy-120)
+csho{ IVl L2 + IVIIL2i0) + IVOIl72i0) }- (3.41)
We now combine the above a priori estimates with suitable weights. Multiplying
the estimate for n in (3.26) by ¢6; > 0, those of ¥ and v in (3.18) and (3.25) by

dy > 0, and then taking the sum of the resulting inequalities with (3.41), we obtain
the differential inequality

d
et b <cs{g+ he} in I, (3.42)

where e,0,h, g : [0,7] — R are given by
h:= (52hh + 52}1\, + 51hc + ho
9= l19ollfy-120) + (01 + Dl gell72() + 10gelliy-12¢0) + 2llgnll 720y + d2ll9ulI72 (0
(m + 1) (v + 1)

02| Vll72 g

= —||90||L2 + —HW)HLz 02| VIl +
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0

me
bi= (5 = die) 1A¢le@) + (01 = 8 = e InllFaqe + (— - 5) 10691220

5 K 1) 5 v
NI <_2_5) 0]y + 22 A0

Let us take 01, d9, and d in succession according to

me ) 1 .
0<or<o 0<52<2—2, O<(5<§m1n{51,(52}.

Then, the coefficients on the norms appearing in b are all positive. Moreover, from
the definition of ¢ and the inequalities (3.17), (3.24), (3.27), and (3.40), we see that
g,h € L*(I) and one has

lgllzrry < 11(9os 9hs 9u- 90) lg2(0) (3.43)

1Bl < %11 (6,0 Uaﬂ)ngip o) (3.44)

Using —%e < —<e + b in (3.42), invoking the Gronwall Lemma to the resulting
inequality, and then applying the vanishing terminal conditions ¢(7') = ¥(T) =
and v(7') = 0 in 2, we obtain

lell ey < csllgllp e ™. (3.45)
Consequently, integrating (3.42) over [ yields
1bllzrcy < es{llgllray + 1Rl llellem}- (3.46)

To simplify the succeeding a priori estimates, let us introduce the following nota-
tion for the right-hand side of (3.12)

Ri= (16,0, 1)z

as,p(

))H(gO? gh7gvg gc)Hg%(Q)

As mentioned at the beginning of the proof, € : [0,00) — [0, 00) denotes a generic
continuous function that can be different at each step. From (3.43)—(3.46) and the
definitions of the functionals b and e, we have

”SOHLoo([;WO (Q)NL2(1;X2:2(Q)) + ||77||L2 rr2() + ”19”222(@) + ||”||v§72(Q) <R (347)

The remaining parts of the proof are concerned with additional estimates for ¢
and 7, as well as the estimate for the pressure 7.

e Estimate for dyp and Ay in L*(I;W,*(R2)). Taking the test function —(dyp+ Ayp)
to the first equation in the dual system (3.8), using the fact that u and v are
divergence-free, and applying Green’s identity for the term involving eAn, one has
the equation

1d
2t HVSOHIﬂ — 7(0m, O + Ap) 12(0)

—(u- V(0 + Ago) —n09)2(0) + €(Vn, Voo + VAQ) 120
— (F'(0)n, Orp + Ap) r2(02) — (alg v — 1100, Oy + Ap) 120
— (90, Orp + A90>w—1,2(9),w(}’2(9) —K(v- V(0o + Ap), = 10) 12()- (348)
The first three terms on the right-hand side of (3.48) obey the estimates
((F"()n, 0vp + Ap) 2| < I (D)l 2@ 1nl] () Oup + Apll Loy

106120 —
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<[ VOipl 1) + OIVAQlL0) + 01Vl 220
+ s {16117 o) + 1INz o) (3.49)
|(a1g - v — b0y, Oy —|— AQ) 20|
< lHathiz(m +c{llAGl72 () + 1001 72) + [0II72(0) } (3.50)
(90, 0e0 + D) yr—12(0) w2
< 0|Vl + IVAPIL2 ) + Csllgollfr-12()- (3.51)
With regard to the trilinear terms in (3.48), it holds that
[(w- V(O + Ap), ¢ = V) 120
< [lull gl V(0 + Ap) | L2l — | i)
< 3[VOpllizq) + 0IVAQI[T2 g
+esllullza g UIVellzag + 1Vl (3.52)
K(v - V(9p + Ap), pp = 1c0) 12(0)
< cl|vllpao) V(9 + Ap)ll L2l — 0l L)
< 0[VOpllizq) + 0IVAQI[T2 )
+es{llullZe ) + 10117 0 HIVIIT2(q)2- (3.53)

For the term involving the gradient of 7 in the equation (3.48), using Young
inequality and (3.28), we have

me d me
T Al + S IVAG 2 — SVl 22

= es{ 163 IVO 120 + Vel 2ee ) (3:54)

Taking the time derivative of n given in the second equation of (3.8) and getting
the inner product with —7(9;p + Ayp) in L*(2), one has

e(Vn, Voo + VAQ)p2q) > —

— (0, Osp + Ap)12(0) = mT||VIepll 720
mT d

5 dtHA‘P”H o + TK(Ow - V(9o + Ap), d)12(q)

+7K(v - V(0o + Ap), 0,0) 12(0) — T(01gc, Opp + ASO)W,LQ(Q)’WOLQ(Q). (3.55)
The last three terms on the right-hand side in (3.55) can be estimated according to

|T<8th7 atSO + A¢>W_1 Q(Q) Wl 2(Q)|

< 8[|Vt + IVARIL2 ) + csllOrgellfy-120 (3.56)
[T (0w - V(O + Ap), §)r2(0)

< 3| VOpllzai) +OIVARIL2 ) + cslldl 7@ 1001720 (3.57)
[T (v - V(O + Ap), 0:9) 12(a)|

< 3IVOplliz) + 0lIVAQIIT2q) + csll 0l za) VOl L0y (3.58)
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Using the inequalities (3.56)—(3.58) in (3.55), (3.49)—(3.54) in (3.48), taking the
sum of the resulting inequalities to that of (3.29) multiplied by d3 > 0, and utilizing
the a priori estimate (3.47), lead to

1d
— 5+ A Eaey + 19630}
2 me 2
+(m7 = 80) Vol + (- = 70 = eds) VAl

1 .
+ (05 — 5)HV77H%2(Q) + §||8t<PH%2(Q) < g+ h{llApl 72 + HV90H2L2(Q)} (3.59)

for some §, h € L*(I) such that l9llz1( < Rand ||ﬁ||L1(I) < Cg(H(Qb’97U’M>||W§;§,p(Q))‘

Choosing 0 < 0 < 63 and 63 > 0 small enough so that m7 — 8 > 0 and
B¢ — 76 — cb3 > 0, integrating the differential inequality (3.59), and then applying
the Gronwall Lemma, it can be deduced that

||at90||L2([;W(}v2(Q)) + ||A¢||L2(1;ng2(g)) + ||V77||L2(I;L2(Q)) < R. (3.60)

e Estimate for Oy in L*(I;W=12(Q)) and for 7 in Lz(I;ﬁ/\l’z(Q)). By taking the

time-derivative of n and using the Hélder inequality, we immediately obtain

10| L2 (w1200 < Ol L2 2@)) + 1@l Lo (1,00 @) 1000 21,22 )
+ 10:9 || e w2 10| oo (w2 ) + 19egell 2w —1.2()) }- (3.61)

One can argue the existence and uniqueness of the associated pressure m €
L*(I; WH2(Q2)) from the de Rham’s theorem, see [47] for instance. From the fourth
equation in (3.8) and in virtue of the Poincaré-Wirtinger inequality, one has

HWHLQ(I;WL?(Q)) < C||V7THL2(1;L2(Q)) < C{HatUHH(I;L?(Q)) + HUHL4(1;L4(Q))HUHM(I;WM(Q))
+ 1Al o2y + 192 se2@) + 10l 2 paey ol Laawa@))
+ (101 a2y + Nl aza @) O Lacwray) + 19ull 22 0)) }- (3.62)

From (3.47), (3.60)—(3.62), and utilizing the continuity of the embeddings
2,,@Q) + 23,(Q) = L¥(LL¥(Q), Z,(Q) + 25,Q) — LYLLYQ),
Voo (Q) + V20(Q) — LULLYQ)), 23,(Q) — 23,(Q) — LYLWH(Q),
and V3,(Q) — L=(I; W"*(Q)) N LY(I; WH(Q)), see [43, Section 4.1] for the
details on the first embedding, we have

||atn||L2(I;W*1v2(Q)) + ||7THL2(I;/V[71»2(Q)) <R. (363)

Taking the sum of (3.47), (3.60), and (3.63) leads to the desired a priori
estimate (3.12). We point out here that (3.12) applies to the finite-dimensional
approximations that can be constructed from the Faedo—Galerkin method. By
pursuing standard weak sequential compactness arguments, the existence of a weak
solution to (3.8) can be established. Finally, the fact that this constructed weak
solution is the unique one follows from standard arguments, thanks to the linearity

of (3.8). O
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4. LOCAL OPTIMALITY CONDITIONS

The goal of this section is to present necessary and sufficient conditions for local opti-
mality. We follow the framework developed in [9] for the case of the two-dimensional
Navier—Stokes equation. In the context of second-order sufficient conditions, we in-
clude the chemical potential and require a norm for the order parameter that is
stronger than that of L?(Q).

4.1. LocAL FIRST-ORDER OPTIMALITY CONDITION. Let us introduce the
control-to-adjoint operator

D: M — Y3(Q)
as follows: D(s) := (¢, ¥, v,n) if and only if the right-hand side is the weak solution
of the adjoint system (3.8) with coefficients (¢, 0, u, ;1) = F(s) and source functions

go(¢> = >\10(¢ - d)d) - )\20<A¢ —div Ipd)? gc ‘= 07 (41>
gn(0) := A (0 — 64), g,(u) ==\ (u —uy). (4.2)
Since ¢g4, 04 € L*(I; L*(2)) and 4, uq € L*(I; L*(£2)), we have
(90(), 9n(0). 9, (), 0) € G3(Q),

and hence D is well-defined thanks to Theorem 3.7. Here, div should be understood
in the sense of distributions. More precisely, div : LP(2) — W~1P(Q), with 1 <
p < 00, is given by

<div¢7 ¢>W—1,p(Q)7WOLP/(Q) = _<¢7 v¢>LP(Q)7LP’(Q) V(’(b, ¢) € LP(Q) X W()l’p/(Q)'

In the following theorem, we shall express the first and second derivatives of J in
terms of the solutions of the adjoint and linearized state systems.

Theorem 4.1. The reduced cost functional satisfies J € C°(M" R). Furthermore,
for each s = (0o, 0n,0y) € M" and v = (po, pn, p,) € M", the action of the first
and second derivatives of J are given by

T
DJ(s)r:/ (/ gadpo+/ ﬁdph—l—/ 'vdpv) dt
0 Wo Wh Wy

T
D2J(s)(r,7) = / / Mt |12 4 Aoa| TP + AnlC[? + Ao de
OT Q
T / / 2w - Vo — 660 + 2w - VOY(C — ) da dt
0 Q

—l—/O /QQ(w'VU)'w+2lc(v'vw)(§—lc€)dxdt

where ¢ is the first component of F(s), (¢,9,v,n) = D(s), and (¢,(,w,§) =
DF(s)r.

Proof. Since G, P, and F are of class C*°, we have J = GoPoF € C*(M" R)
by the chain rule. From the Sobolev embedding theorem and r’ < 2, we see that

255(Q) x 25,(Q) x V3,(Q) = L"(I; Co(wo)) x L (I; Co(wn)) x L (I; Co(wn))-
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This implies that the right-hand side of the above equation for the first derivative
is well-defined. The representation of the first-order derivative of J can be derived
by following the computations given in the Appendix. Similarly, the second-order
derivative can be obtained by following the proof of [42, Section 6.1, Lemma 3]. [

Given a regular Borel measure o € M (w), we can write its Hahn—Jordan decom-
position as ¢ = ot — 0~, where ot and o~ are positive measures. In the following
proposition, we characterize the supports of these decompositions, which will be
needed in future discussions.

Proposition 4.2. Let w be a relatively closed subset of Q, v >0, 0 € LX(I; M(w)),
and y € LNT; Cofw)). If o]l (v < 7 and

//ydadt<//ydpdt V| pllzee (7;00(w)

then for a.a.t € I, if ||y(t)|lcow) > 0, then ||o(t)||rme) = and
Supp(o™ (1)) C {z € w: y(t,2) = Fy(®) |l o) }-
Furthermore, if 0 : I X w — R is defined by
1 if ||y =0,
oft,2) = . e (4.3
—lly®)llcywyy(t, z)  otherwise,

then o(t) is the Radon—Nikodym derivative of o(t) with respect to the total variation
measure |o(t)|, that is, do(t) = o(t)d|o(t)| for a.a. t € 1.

Proof. The proof is contained in the discussion in [9, Section 3|. O

To have a more economical way for the statement of the optimality conditions,
we write the components of the adjoint states corresponding to the optimal controls
according to

Y* = (Yo, Yn, Yy) = (9", 07, v") (4.4)
and set wy; = wys = wy. The index set for the controls will be denoted by
K :={o,h,v1,v2}.
Theorem 4.3. Let (0},0%,0%) € M3y be a local solution of (3.7) and
(¢*, 0%, v*,n*) = D(o 05,0 € Y5(Q) be the associated optimal adjoint
state. Then, for every index k € K and for a.a. t € I, the following holds:
if Iyl oo > 0, then [log (@) ||arey = v, and
Supp (o= (t)) C {z € wi: vt 2) = Fllyie ()l o }-

If of is defined as in (4.3) with w = wy and y = y;, then doj(t) = oj(t) d|oi(t)| for
a.a. tel.

(4.5)

Proof. The differentiability of J and the convexity of the set of admissible controls
M2 imply that DJ(s*)(r — s*) > 0, and so by Theorem 4.1,

T
o< [([ v+ [ram-as [ v -an)
0 Wo Wh Wy
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for every r = (po, pn, p,) € Mig. Given k € K and ||p||reer,01()) < W, We set
pe = p and p; = of for j # k. With these, we have (po, pn, p,) € Mg, and by
substituting to the above inequality, we get

T T
//y’k‘daidté//yi‘df)dt Volle rsn) < e
0 Wk 0 Wk

The theorem is now a direct consequence of Proposition 4.2 and the fact that k was
arbitrarily chosen in K. ]

4.2. LOCAL SECOND-ORDER OPTIMALITY CONDITIONS. Given o,p €
M (w), we have the Lebesgue decomposition of p with respect to |o| as follows:

dp = g, d|o| + dps. (4.6)

Here, g, € L*(w,|o]) and ps are the Radon-Nikodym derivative and the singular
part of p with respect to |o|. Thus, the norm of p in M (w) can be expressed as

nmmwwa/MA&ﬂ+mme- (4.7)

This follows from the fact that the norm in M(w) is equal to the total variation
measure and d|p| = |g,|d|o| + d|ps|. The directional derivative of the norm func-
tional || - || : M(w) = R at o in the direction of p, denoted by 9||o|| s p, exists
and is given by

Ol e = [ 900+ I, (18)
see |7, Proposition 3.3|. Also, by the convexity of | - || sy, we have
Aol (p— o) < lpllvew) = llollvew — Vp,0 € M(w). (4.9)

Let L (I) :=={m € L*(I) : m > 0 a.a. in I} and define A : M> x LL(I)* - R
according to

T
Asm) =3 /0 (ol as ) — ) dt

ke K

for s = (05, on, o) € M™ and m = (mo, mn, m,) € L (I)*. We now introduce the
Lagrangian L : M> x L! (I)* — R given by

L(s,m) = J(s)+ A(s,m).

As in the finite-dimensional case, the first component of saddle points of the La-
grangian are necessarily global solutions to (3.7). We prove this in the following
proposition.

Proposition 4.4. If (s*,m*) € M™ x L} (I)* is a saddle point of L, that is,
L(s*,m) < L(s*,m*) < L(s,m*) V(s,m) e M>™ x L. (I)* (4.10)

then s* is a global solution to (3.7).
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Proof. The first inequality in (4.10) implies that for every m € L% (I)*, we have

3 / (i — m) (163 sty — 0 dt = L(s"m) — L(s",m*) <0.  (4.11)

ke K

Let m € LY (I). Given k € K, we set my = m and m; = m; for j # k. Taking these
as the components of m in (4.11) yields

T
| m = mi il = e <. (4.12)

Consider a Lebesgue point ¢ty € I of ||of|lmwy € L=®(I) € L*(I). Choosing
m=m + % X[to—s10+s) € L (I) with § > 0 in (4.12) leads to

1 to+0

— o dt < .
5 ) ol de <o

By passing § — 0 we deduce that ||oy(to)||am(wy) < 7k from the Lebesgue differenti-
ation theorem. Since k was an arbitrary element of K and the set of all Lebesgue
points has full measure ||, it follows that s* € M.

Now suppose that ty € I is a Lebesgue point of mj(||oy||ary — W) € L'(1).
Taking m = mj(1 — Xpg—st0+5]) € Li(I) in (4.12) and then dividing by —24, we
obtain

1 to+4
25 /1y s

Sending 0 — 0, and again since Lebesgue points have full measure, we get that
my(||logl|amy — W) > 0 a.a. in I. Since m; is almost everywhere non-negative
and s* is admissible, we conclude that A(s*,m*) = 0. Using this in the second
inequality of (4.10), it is not difficult to see that J(s*) < J(s) for every s € My,
and so s* is a global solution to (3.7). O

My ([0 | a ) — ) dt > 0.

Consider the Lagrange multipliers

m* = (mg, my, my) = (0" cowo): 19"l co@ns 10T lcotns 103 llcot) € Li (D)™
From our notation in (4.4), we have my = ||yillcow,) a.a. in I for every k € K.
Theorem 4.3 implies that m(¢)(||o%(t)||ame) — ) = 0 for a.a. t € I, and hence
A(s*,m*) = 0. This means that either the Lagrange multiplier vanishes or the
inequality constraint is active almost everywhere in /.

For each k € K and for almost all ¢ € I, let g;(¢t) be the Radon-Nikodymn
derivative of o} (t) with respect to |0} (t)|, as stated in Theorem 4.3. From (4.6)—
(4.8) and Theorem 4.1, the derivative of the Lagrangian at (s*, m*) with respect to
the control in the direction r = (po, pp, p,) € M can be expressed as

T
88L(8*’ m*)r = DJ(s*)’r + Z/ mi@HUa‘HM(wk)pk dt
0

ke K

T
:Z/ (/ (yi+mi9i)gpkdla;‘|+/ y dpks+m>;||pks||M(wk)) dt
0 Wi o

keK
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T
=3 [ ([ vt milined )
0 Wy

ke K

*

where (yZ, yi, yi,n*) = D(s"), since y;(t) + m;(t)o;(t) = 0 for a.a. t € I, according
to (4.3).

The above expression implies that 0sL(s*, m*) € (M)’ admits an extension
such that dsL(s*, m*) € (M")". Moreover, since \fwk Y dps| < mig| prsl| mrws) for
a.a. in I, we see that

OsL(s*, m" ) r >0 VreM". (4.13)

Equality to zero holds if and only if for a.a. t € I, and for all k € K, if ||y ()| co (o) >
0, then

Supp(pie(t)) C {2 € wic: %i(t, @) = Fllyc(t)ll oo} \ Supp(log (1))
Indeed, this follows from the fact JsL(s*,m*)r = 0 if and only if we have
Jo Uk dos = —millpwsllareny = =19l co | psllar,) in 1. Applying [18, Lemma
3.4] and recalling that ps(t) is the singular part of py(t) with respect to the total
variation measure |0} (t)| lead to the above claim. These results are the same as
those in [9] for the in-stationary Navier-Stokes equation, however, with a slightly
different Lagrangian.
Consider the cone of critical directions C"(s*) C M given as follows:

OsL(s*, m*)r =0, for a.a.t € [ and for every k € K
C'(s7) = e M"| [log(D)lar(w) = W implies (9| (t)]|arypu(t) =0
if [l ()l cowo > 0 or Ao () ||y x(t) < 0 otherwise)

One can easily check that C"(s*) is indeed a cone having an apex at the origin, that
is, er € C"(s*) whenever € > 0 and r € C"(s%).

Theorem 4.5. If s* € MZ is a local solution of (3.7), then D*J(s*)(r,7) > 0 for
every r € C"(s*).

Proof. Having established Theorem 4.3 and (4.13), one may proceed as in the proof
of [9, Theorem 4.1]. We do not repeat the arguments here for the sake of brevity. [

Let us now discuss the second-order sufficient condition for local optimality. For
the remaining parts of this section, we let s* = (0}, 0, 0%) € Mg to be a local
solution, (¢*, 6%, u*, u*) = F(s*) € Wi2 (Q) the corresponding optimal state with
the associated pressure p* € Pr(Q), and (¢*, 9, v*,n*) = D(s*) € Y3(Q) the
optimal adjoint state with the associated pressure 7* € L2(I; W12(Q)). The largest
bound in the definition of admissible controls will be denoted by

7 = max{Yo, Th, W}
The supremum of the norms for the weak solutions of the state system over the
set of admissible controls will be denoted by
F, = sesj\l}?w HF(S>Hw;‘;§m(Q)~ (4.14)

d

This is finite due to Theorem 3.2 and the boundedness of MJ3.
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The development of the second-order sufficient conditions will be divided into
several lemmas. For the first lemma, we establish the stability of the control-to-
state operator, where the norm for the controls are taken in the space N 75 (@)

Lemma 4.6. There exists co = co(7y) > 0 such that
IF(s) = F(s") e ) < cols — 8°lnz @ Vs,8° € M,

Proof. Recall from Theorem 3.3 that H € C®(F"2 (Q), W2 (Q)). By Corollary

q7s7p q?s’p
3.4 and the mean value theorem, there exists 0 < § < 1 such that

IF(s) = F(s")llwy2 ) = IDF(d8 + (1 = 8)s")(s = 57)llpr2 (o)
= [[DH(1(0s + (1 = 6)s™))DI(s — s")[lypr2 ()

Note that [[0s + (1 — 6)s*[|ar, @ < c{dl[sllam= + (1 = )lIs*m=} < ¢y since

s, 8" € M7y, where ¢ > 0 denotes the operator norm of the continuous embedding

M= — N7 (Q). Take

q7s7p

co:= sup [[DHA)) cizr2 0wz PUlewv: . @072 @)
Isllary o (@ <cv ”

Applying (3.2) proves the desired estimate. (]

The next lemma deals with a Lipschitz-type estimate for the action of the first
derivative with respect to the norm of the function space

T5(Q) = 23,(Q) x [L*(L; L*())°.
It is obvious that W2

2 (Q) = T3(Q), hence the norm of T5(Q) is weaker than

that of the weak solution space W;ip(Q)

Lemma 4.7. Let s € M3J and r € M". Then, there exist constants ¢; > 0 and
co > 0 independent of s and r such that

IDF(s)r — DF(s")r(l3q) < cills = 8%[lary, @ IDF(s")r(lr30) (4.15)
IDF(8)7(l72(0) < 2l DF(s™)7 |l 72(0)- (4.16)
Proof. Let us prove the inequality (4.15). This will be done by a duality argument.
Let us write (¢, ¢, wy, &) = DF(8)r and (¢, (&, wi, &) = DF(s*)r. Then, the
difference
(1/}7 CJ wvé) = (¢1"7 C’ra w'r‘agr) - (w';kw C:7w::7 :) - DF(‘S)T - DF(S*)T
satisfies the equation (¢, (,w,&) = DH(I(s)) f%, where fi = (fZ, fi, fo, f2) has the
following components:
fi = = div (5w — w) = div (6 — 6")w;)
fo=—div((§ — lhr)(u —u")) —div ((0 — lcp — 0" + 9" wy,)
fo=—div(w,® (u—u")) —div((u — u") ® w))
+ K& = 1G)V(p— o) + K(pu — 10 — p* + 107) V.
f&=3Bo(0+ ¢")(¢ — ¢ )y
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and (¢,0,u, u) = H(I(s)) = F(s). From [43, Corollaries 4.3 and 4.5|, we have
Fie LA W2(Q)) x LA, WH3(Q)) x LA(I; W2(Q)) x LAH(I; Wy (Q)).
Thus, it holds that (¢, ¢, w, §) € 25,(Q)x 23,(Q) x Vi ,(Q) x L*(I; W, *(2)) having

the associated pressure w € L?(I; /W”(Q)) by Theorem 3.3 and [43, Theorem 4.9].
Let Z%,Q,T(Q) ={gc € 321,2(62) : 9(T) = 0} and

Gor(Q) == LX(L;W12(Q)) x L*(I; L*(Q)) x L*(I; L*(Q)) % 25,7(Q)
considered as subspaces of Z},(Q) and G3(Q), respectively. The above time-

evaluation is well-defined thanks to Z3,(Q) < C(I;L*(2)). Suppose that

(9os 9 9y» 9c) € G5.4(Q) and let (¢, 9,v,1) € Y3(Q) be the solution of the adjoint
system (3.8) corresponding to these source functions, see Theorem 3.7. Since
Ap(T)=0,v(T) =0, and ¢.(T) = 0, we have

n(T) = mAp(T) + Kv(T) - VH(T) + g(T) = 0. (4.17)
Furthermore, (p, 4, v,n) enjoys the estimate
|| (QD, 197 v, 77) ||y%(Q) < CF, || (gOa 9h, Gy gC) ||g§7T(Q)a (418)

where cg, > 0 is a constant depending on F,.

Note that the solution (p,9,v,n) of the adjoint system can be used as a test
function to the linearized system satisfied by (¢, (,w,&). Similarly, the solution
(1, ¢, w, ) of the linearized system can also be used as a test function to the adjoint
system. Integrating by parts, using the boundary conditions and the vanishing
terminal and initial conditions for the adjoint and linearized systems, respectively,
lead to the equation

T
/ (Yo ¢>W—1,2(Q),W(}72(Q) + (gn, OL2(Q) + (gy» w)LZ(Q) + (e, f)LZ(Q) de
0

T T
:/0 <f:790>w1,2(9),W(}v2(9)dt+/0 <f:779>wflv2(9),wg*2(ﬂ)dt
T

T
+ / < :, U>W*1'2(Q),W5‘2(Q) dt —+ / (fc*, 7’/>L2(Q) dt. (419)
0 0

For the sake of the reader, the details are provided in the Appendix.
Applications of Holder’s inequality to the right-hand sides of (4.19) yield the
following estimates

T
/O {fo Phw12i)wi2 @) (4.20)
< cllw = w gm0z @ ol 2w
+ cllwrllzzp2@pllé = &7l e iz @ el 2wt 2 (q))
T
/0 s v w2 U (4.21)

< cllu — u|| pa oo UG 2zz@) + 10nll L2z @) IO Lo o))

+ cllwill a2 {10 = Ol i) + 110 = " leaazs@) HIO pawia o)
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T
/0 (Fo 0yt (4.22)

< cf|u - U*||L4(I;L4(Q)) \|7~UT~||L2(1;L2(Q)) ||U||L4(1;W3*4(9))
+ All& oz + 16 2@z IO = 0%l 2w 4o [0l oo (e @)
+ el = 1l z2ins@) + 10 = Ol 2izs @) HIvel 2w 2@ 10l e 240

T
/0 (f&im)r2@) dt (4.23)

< cll(¢+ ") (@ — &)z rzrn 1rll 2 sea @ Inll L2152 0))-
The first norm on the right-hand side of (4.23) can be bounded from above by
(¢ + ") (& — ") || o r;29(0))
< Aol ooy + 107 Lo (rLs@) HId — @7 [ Lo (1,25 2) - (4.24)

The preceding inequalities (4.20)—(4.24), along with the various continuous em-
beddings presented in the proof of Theorem 3.7 and

(9e;§)2(@) = (&5 9¢) 21, 1(@),23, (@)
when applied to (4.19) provide us the estimate

T
/0 (Gos @D)W—M(Q)W(}v?(g) + (9n, C)L2(Q) + (9. 'w)LZ(Q) dt + (¢, gc>221’27T(Q)’,Z21Y27T(Q)

< CIF(5) = F(s sz oI5 G €0 3ol (21 0, 0. ) 30
< ccocr, ||s = 8", L@ IDF (™)l 730 l1(90s 90, 9y 90) g2 (@)
We used Lemma 4.6 and (4.18) in the last inequality. Let ¢ := ccocp,. By duality
and the definition of G3 (Q), this implies
15 G ws Ol 2w 2oy x r2s 2@y < p2 (22 < 23, (@)1
<clls = sy, @IDPF(s)7lm@)- (4.25)

From (4.20), (4.23), and (4.24), we can also see that for some constant ¢ > 0, we
have

I fall2rx—22) + 1 fEll 2 sze )
<clls = s*|ar . @IIDF(s")7[l72(0)- (4.26)

It remains to establish the estimate for 1 in Z5,(Q) and £ in L*(1; L*(2)). Using

Lemma 4.8 below for the estimates of the very weak solution to a linearized viscous
Cahn—Hilliard system with source functions f = f¥ —div (¢pw) and g = I.( + f, we
deduce that

191l 22, @) + €l 22220y
< e, (s leeax-22) + £ 2z + 1wz ra@) + IS 2 (i @)

Here, we used the inequality

[div (dw) |21 x-22()) < cll@llLeLa@pllwl 2.2 @) -
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By applying the previous estimates (4.25) and (4.26), one has
19l 2z,@) + €l 2z < clls = 87wy @ IDF(s") 7]l 730)- (4.27)

Taking the sum of (4.25) and (4.27), we deduce (4.15).
The estimate (4.16) follows from (4.15), the triangle inequality, and the fact that

s = s™llar . @ < ¢y for some ¢ > 0. In particular, one can take c; = cjey + 1.
U

Let us prove the following lemma utilized in the preceding proof.

Lemma 4.8. Suppose that f € L*(I; X **(Q)), g € L*I;L*Q)), ¢ €
LAI; L8(R)), and w € L?(I; L2()). Then, the linear system

o) + div (Yu) — mAE = f in Q,
E=10 —eAYp+ F () + ¢ in Q, (4.28)
Yp=AYp=0 onX, P0)=0 in.

admits a unique very weak solution (V,€) € 23,(Q) x L*(I; L*()). Moreover, there
ezists a continuous function € : [0,00) — [0,00) such that

191l 22 ) + I§ll2(r220)
< (&, w)ll pagrzoy <2 ez @) L fll2ix 22 + 9l 2@izz@y). - (4.29)

Proof. We only formally derive the a priori estimates needed for the Faedo—Galerkin
approach. Taking the test function ¢ to the first equation in (4.28), substituting
the formula for £, and noting that (u - V4, 9)2q) = 0, we have

L s + TV s ) + mel A2
=m(F' ()Y + g, Aw)LQ(Q) + (f, 1/1>X—2,2(Q),X2,2(Q). (4.30)

With the Holder and Young inequalities, and recalling F’(¢) = 38y¢* — (1, we can
estimate the terms on the right-hand side by

me
[(f, ) x 220 x220)| < —I\Awl\%z @ telfllx-220)
m(F (@)Y + g, Ap) 2| < —I\Awl\m @ + clllgllzz@) + U8llzo@) + DIYlZow)}-

Substituting these in (4.30), using the Sobolev embedding Wy () < L5(Q2) and
the Poincaré inequality, we obtain the differential inequality

1d me
S iy L ¥
< I f 5220y + N9lliz (H¢HL6 + D[Vl 2} (4.31)

Next, by using the test function —A~*d;1) to the first equation in (4.28) and again
substituting the formula for &, we have
me d

8) 403+ 2T+ O + (. VA 00
= —m(F'(®)Y + g, 0u) 12(00) — (f, A~ at¢>X*272(Q),X212(Q)- (4.32)
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Note that (—A)~z € £(L3(Q), We?()), where —A denotes the Dirichlet Laplacian.
The inner products in this equation obey the following estimates

[(f, A7 00) x 2200 x2200)| < - H@ﬂblhz )+ el fllR—2e
(m(F" (o) + 9,00 2| < H@WHLz +C{HQHL2(Q (H¢H4L6(Q) + DI llo0)t

\<wu,m*atw>m)r_ "0 1320 )+l @ I¢170)

where we used the fact that ||VA "0 ey < cllAT'OW ] x220) = Oyl L2 () in
the last inequality. Plugging these inequalities in (4.32) yields
me d

mT
VU3 0) + SN0 e

< (/1% 2200 + 9172 + (I0llzo) + lulz2 @) + DIVEIT2 0} (433)

Getting the sum of and (4.33) and (4.31), and then invoking the Gronwall Lemma,
one has (4.29), but without the term &, i.e.

19122 ,@) < €D )| Lacrzo@)xrz:zz @) (L L2 (x—220)) + 9l z2(rz2())-

However, using this estimate in the second equation of (4.28) will give us the fol-
lowing estimate for &

1€l 22y < elll¥llzz ) + (101 ZarLoiy + DI 2wz + N9l r2@rz@ -
This completes the proof of the derivation of the a priori estimate (4.29). O

We shall denote the closed ball in N, (Q) with center s and radius g by B, (s).
The succeeding lemma is concerned with the distance between the values of the
control-to-state operator and its first-order approximation around a local solution,
and the norm is taken with respect to 75(Q).

By ignoring the last three terms on the right-hand side of the second equation
in the linearized system (3.3), we see that £ and 70,1 — €A must have the same
regularity. Thus, if £ € L*(I; L*(2)), then ¢ € Z3,(Q), which follows from the
classical regularity theory for the heat operator. This is the motivation for the
use of the function space 73(Q) in relation to the order parameter and chemical
potential.

Lemma 4.9. There exists g > 0 such that for every s € M3q N BL (s*) we have

IF(s) = F(s™) = DF(s%)(s — s")ll73(9) < IDF(s")(s = 57)[l130)- (4.34)
Proof. Let (¢,0,u, ) = F(s) and recall that (¢*, 0, u*, u*) = F(s*). Consider
(Y, ¢, w,§) :=F(s) —F(s*) — DF(s™)(s — s¥). (4.35)

It can be checked that (¢, (,w,&) = DH(I(s*))f%, where fi = (f2, f&, fo, f2) is
given by
fo = —div((¢ — ¢")(u —u"))
fi==div((0 —lcp — 0" +1.0")(u —u"))
fo=—div((u—u")®@(u—-u"))+Kp—10—p +1.07)V(p—¢")
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f&=F(9) = F(¢") = F'(¢7) (0 — ¢7).

Since F is a cubic polynomial, we deduce that f = 65(¢* (¢ — ¢*)* + (6 — ¢*)?).
We proceed with the same duality argument as in the proof of Lemma 4.7. First,
we deduce the following estimates:

T
/ (fo 90>W*112(Q),W01’2(Q) dt
0

<cll¢ = ¢ rrzayllu - U*HLZ(I;L?(Q))||90||L2(I;W01’4(Q))

T
/0 s D120, wp2 o) 4

< cllo = ¢ llaay + 10 = Ol Lagea@n Hiw — wll 2 pz2op 191 agw o @)

T
/O { @@w—lﬂ@,wﬁﬂ(m dt

< cllu — u | pagp oy llw — U*||L2(I;L2(Q))||v||L4(I;W(1)’4(Q))

+ c{lle = ez + 110 = 02z 20 = 6%l 2w 4o 10l oo (.20 @)

T
/ (fZ )2y dt
0

< {l|6" || oo rizo(y) + 1160 = 67| oo rizoay) I — 6* 1 2a o 10l 2 riz2 ) -

As before, these estimates and the one that can be obtained from Lemma 4.8 give
us

1, ¢ w, &)l 730 < e, IF(s) = F(s)llwy2 o IF(s) = F(s")ll 730
<crlls = 8wy, @{l (W, ¢ w, &)llr3) + IDF(s%)(s — %) [l30)}-

The last inequality is due to Lemma 4.6, (4.35), and the triangle inequality.
Choosing €y > 0 such that cp e/(1 — cp,e0) < 1 proves (4.34). O

The next lemma deals with additional integrability for the weak solutions of the
state system. We refer the reader to Section 3.1 for the definition of H.

Lemma 4.10. Let (3.11) with r > 8 holds and suppose that f = (fo, fn, fys fc) €
Frr2(Q) and (¢o, 0o, wo) € DI2(2). Then,

q7s7p q?'s’p

H e C=(FL Q). Wil Q).

q787p q787p

In particular, F € C®(M", W"/2(Q)).

q787p

Proof. The map H : F2"/2(Q) — W"/2(Q) is well-defined according to [43,

q?'s?p q7s’p

Theorem 6.4]. Define the operator
E: Wy Q) x Fil(Q) = Fii2(Q) x DI (Q)

q7s’p q7s’p qis7p q’s?p

according to

E((¢,9,U,M)a (ﬁaﬁn}vaﬁ:)) = (de)
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8 + mAp + div (¢u) — fo -
0 (0 — lno) + div ((0 — lhd)u) + KAD — ag - u — f

F= 1 ou+ div (u®u)+vAu — 0(6,0)g — K(u— 1.0)Vo — T,
j— 100 — eAp — 10 — F(¢) — e
¢(0) — ¢o
d:= 9(0) — 90
u(0) — ug

Here, A and A are extensions of the Dirichlet Laplacian and Stokes operators as-
sociated with the weak formulation for the state system, see [43, Section 5| for the

details. It can be checked that E is of class €. Moreover, we have E(H(f), f) =0
for f € Fy}(Q).
In virtue of the implicit function theorem [51, Section 4.7], to establish

that H € C®(F"/%Q), W"/%Q)), it is enough to show that DH(f) €

q,5,p q,5,p N
C(.’FZ:Z(;(Q), 0W2127/]32(Q)) is an isomorphism for each f € ]:;Z/;(Q) We refer to
(3.6) for the definition of the function space OWS”’;{;(Q). Now, thanks to F=Hol
and | € C=(M”, Fr7/2(Q)), it will follow that F € C®(M™, WI2(Q)).

To this end, let (¢,0,u,p) = H(f) € Wy/2(Q) and g = (go, 9n, 9y, 9c) €
Fr2(Q). Then, (¥, ¢, w, &) = DH(f)g satisfies the following linear system:

a,5,p
[ 0 — mAE = €5+ go in @,
§=T10) — A — S + 1+ ec + gc in @,
¢ — hoy) — KAC = ag - w + e + gn in Q,
Ow — vAw + Vw = (a1 + a()g +e, + g, inQ, (4.36)
divw = 0 in Q,
v=AY=0, (=0, w=0 on X,
| 60)=0, C(0)=0, w(0)=0 in 0,

where e = (e,, ep, €y, €c) has the components
e := — div (Yu) — div (pw)
en = —div ((¢ — lWw)u) — div ((6 — lho)w)
e, =—diviweu)—div(u®w)+ K& —1.()Vo+ K(u—1.0)V
ec = 3[od°0.

With regard to the components of the source vector e, one can utilize Holder’s
inequality and the Sobolev embedding to deduce the following estimates:

||€oHLr/2(1;W7L2(Q)) < C{WHLT(I;L‘*(Q))HUHLT(J;L‘*(Q)) + H¢HLT(1;L4(Q))Hw||Lr(1;L4(Q))}

||eh||LT/2(I;W*1ﬁ2(Q)) < C{||C||LT(I;L4(Q)) + ||¢||LT(I;L4(Q))}||U||Lr(1;L4(Q))
+ {0l rpaey) + ¢
||GVHLT/2(I;W_1*2(Q)) < CHUHU(I;L‘*(Q))H’UJHU(I;L‘*(Q))
+ &l L2 pa)) + IS Lrr2cn @ HI@ oo (w2 @)

rrrpa@) Hwllor o)) (4.38)
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+ C{H:U’HLT/Q(I;L‘l(Q)) + “0“L’"/2(I;L4(Q))}||¢”L°°(I;W1’2(Q)) (4.39)
lecll zrrzrwiz gy < eldllir@wra@plldller@wzay. (4.40)

Let N := ||(¢,0,u, u)er,r/z(Q) and ¢y be a generic positive constant that depends
on N. Replacing r by 4 in the estimates (4.37)—(4.40) and using (3.5), we have

lellazg, ,@x 2wtz < evll(@, G w. Oz o) (4.41)
|| (¢7 C? 'LU, 5) HWZ]:?})(Q) S CHgHT;:;/pQ(Q) (442)
)

We split the weak solution of (4.36) into two parts. Denote by (te, (e, We, &e, e
and (g, (g, Wg, &, wg) the weak solutions of (4.36) with g set to zero and e set to

zero, respectively, so that (¢, (,w,&, @) = (Ye, (e, We, &, We) + (Vg, (g, Wg, &g, Wg)-
Applying the extended maximal parabolic regularity for the linearized system in [43,
Theorem 3.18|, we obtain the following inequalities

(¢ Ce: wgafg)||wglg{5(Q) < CHQHJ-‘E’,Z,/E(Q) (4.43)
H (wea <e7 We, fe) ‘|Z§’72(Q)XZQ{Q(Q)XV%VQ(Q)XLQ(I;WOLZ(Q)) S CNHgH.'FZ;/pZ(Q) (444)

Here, we used (4.41) and (4.42) for the second inequality.
From the proof of [43, Theorem 6.2], the following compact embeddings hold

23,(Q) 2 L (W?H(Q), 21, 5(Q) 2 L7 (1 LH(Q)), Vi, (@) 2 L7 (1 LH(Q)).
In particular, this implies the continuous embedding

Wi2(Q) = (I W2H(Q) x 17 (T 1) x 1 (I BH(9) x L1 1)),
(4.45)

The next step is to derive estimates for each component of (tbe, (e, We,&e) by
applying maximal parabolic regularity results for the heat, viscous biharmonic heat,
and Stokes equations. First, we start with an enthalpy transformation via o =
Ce — Intbe. Then, the linear system satisfied by (te, Ce, We, &e) is equivalent to

Ophe — MAELe = €, in Q,
§e = TOe — €Ate — (81 — lcln) e + Icfe + ec in Q,
Oife — KAPe = KlnAthe + ag - we + €4 in Q,
dwe — VAWe + Ve = ((a1 + aaln)tbe + a2fe)g + €, in Q, (4.46)
divwe =0 in Q,
e = Athe =0, fe=0, we=0 on X,
| %e(0) =0, [e(0) =0, we(0)=0 in Q,

Applying the maximal parabolic regularity for the heat equation, see [43, Theorem
3.6] for example, we get

HﬁeHZ;MQ(Q) < C{||¢e||y/2(1;wg’2(g)) + ||we||L7‘/2(I;L2(Q)) + Heh”LT/Q(I;W*LQ(Q))}'

Using Lions Lemma [37, Theorem 16.4] to the function spaces Z217T/2(Q) =
LI LAQ) o LI L2(Q) and VY, ,(Q) 5 L'(LLYQ) — LA(LIXQ)) i
(4.38), one has

llen

vrw-r) < ACellCllzaz@) +elldllzr, L@ + 1Y lera@p Hullerariq)
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+ ell0N ez + 10l @r@p Heellwll Lz ez ) + ellwllvy @)}
The last two inequalities along with (4.41), (4.42), and (4.45) give us
18elzy o < enleclElprng +elClzy @ +elwlvy @b (447

From the maximal parabolic regularity for the viscous biharmonic heat equation,
see [43, Theorem 3.11] for instance, we have

[4ell 23

< C{H€0”LT/Q(I;W*172(Q)) + H6C|’LT/2(I;W&’2(Q)) + H5e||m/2(1;wg’2(9))}-
Applying Lions Lemma to the function spaces Vir/g(Q) = L"(I;L*)) —
L*(I; L*(Q)) and Z3,0(Q) & L' (I;W>4(Q)) — L(I; L*(Q)) in (4.37) and (4.40),

respectively, we obtain

2

3@ @ T l€ellLrr2 w2y

leoll Lrr2rw-120)) < AllYlleraza@p vl ey
+ 1@l r ;e (Cellwll 2r L2 ) + €Hw||v1 /Q(Q))}
@}

The last three inequalities, along with (4.42) and (4.45) provide us the estimate

HGCHLT/?(I;WOLQ(Q)) < C||¢||%T(I;W14 {CeH@Z)HL? (;22(@) t 5||¢||22 (@
[ellzs L@ + el w2y = enllBellz, L@
< en{cellgll gz telvlz, @ +elwlvy L@l (4.48)

Finally, using the maximal parabolic regularity for the Stokes equation in [10,
Theorem 2.4|, we have

HweHvl (@) = C{H@De”yﬂ L12(Q) T HﬂeHLT/Q(I-LQ(Q + HeVHLT/Q(I-W‘LQ(Q))}'
From the continuous embedding Z2,.(Q) + 25,(Q) < L>(I; W'*(Q)) and another
application of Lions Lemma to the function spaces Z; (@) = L2(1; LA(Q)) <
L*(I; L*(2) and V;,.5(Q) = L"(I; L' () — L*(I; LQ( ) in (4.39) leads to

”eVHLT/Q(I;W*W(Q)) < CHU’”LT(I;L‘*(Q)){Ce||w||L2 LL2(Q) + 5Hw||v; v/l Q)}

+ €l Lrr2raca)) + cllSH 22 ) + gHCHZQ ol
+ C{HHHLT/2(1;L4(Q)) + HGHLT/Q(I;L‘l(Q }WHZ%(Q +23,(Q)
With regard to the second term on the right-hand side, note that

@9l z . @+22,@

||€||L”"/2(I;L4(Q)) < c{||§e||L7”/2(I;L4(Q)) + ||§g||Lr/2(I;L4(Q))}-
These estimates together with (4.43), (4.44), and (4.45) give us
||'weHv§ 2@ T CNH€E||LT/2(I~W1’2(Q))
< en{cellell gz Telldlz, L@ +elwlvy, L@ (4.49)
Let § > 0. Multiplying (4.48) and (4.49) by § and 6%, respectively, and then

taking the sum of the resulting inequalities with (4.47), we obtain

(1- 5CN)“6"HZ§,T/2(Q) + 5||¢e||Z§7T/Q(Q) +4(1— 561\7)||§e||LT/2([;W01’2(Q)) + 52||'we||v; r/2(Q)

< CN,(S{CgHgH]_-g:;/g(Q) +ell(¥, ¢, w, g)HW;’,Z,/;?(Q)}‘
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Choosing ¢ < 1/cy, recalling that e = (e — lhtbe, and then using the continuous
embedding 23, (@) = Z,, 12(Q), we arrive at the following estimate

H (¢ea Cea We, ge) ||Zg,r/z(Q)XZ%,T/g(Q)XV%,T/g(Q)XLT/?(I;WOI’2(Q)) (4.50)
< CN{CE"g"F;jg(g(Q) + €H<w7 Ca w, g)HWZZ/z?(Q)}
By the triangle inequality and the definition of the norm for the sum of Banach
spaces, we obtain from (4.43) and (4.50) that
CeCNy t ¢

(¥, ¢, w, £>HWZ‘,Z,/,,2(Q) < mHg|’F;:§(§(Q).

Taking 0 < & < 1/cn establishes the boundedness of the linear operator DH(f) as
a map from F7"/2(Q) onto ¢W"/3(Q). Finally, it is clear that DH(f) is injective.

q757p q787p
This completes the proof of the lemma. 0J

Now that we have higher integrability for the solutions of the state system, we

shall utilize this in the succeeding lemma to establish an improved regularity for the

solution of the adjoint system. For the definitions of G}*(Q) and Y/*(Q), we refer

to (3.9) and (3.10), respectively.
Lemma 4.11. Let (3.11) with v > 8 holds and assume that (6,0, u, 1) € W"2(Q)

q’s7p

and (9o, gn, v, 9c) € GV*(Q). The weak solution of the adjoint problem (3.8) sat-
isfies (¢, 9,v,m) € yQ/Q(Q) having the associated pressure © € L™2(I; W14(Q)).
Furthermore, there exists a continuous function € : [0,00) — [0, 00) such that
H (QD, 197 v, 77)”322/2(62) + HW”L""N(I;WL‘*(Q))
S (K(H <¢7 07 u, ﬂ’) ||W2’,Z,/;3(Q)) || (gm gnhs Gy, QC) ||g2/2(Q)‘
Proof. We shall eliminate 7 in (3.8) by substitution and proceed with an argument
presented in [9, Lemma 4.8]. Consider the subspace Z3, 7(Q) := {p € 2}, ,(Q):
p(T) = 0} of Z7_,(Q) and follow similar definitions for 27, 7(Q) and Vi, 5 7(Q).
Let us introduce the function spaces
Xo(Q) = ZE,T/Q,T(Q) X Z42,r/2,T<Q) X vi,r/Q,T(Q) X LT/Q(—’Q W1’4(Q>>
X1(Q) = LI WHH(Q)) x L1 LY(Q)) x LT2(1; L)),
For each p € [0, 1], define the linear map A, : X((Q) — X1(Q) according to
—0i( — mTAP) + meA?p — geo(p, U, v)
AQ(907197’U77T) = _atﬁ — KAY — th(907197v)
— 0w — VAV + V1 — pe,(p, V), v),
where the last terms in each component are given by
eo(p, 0, v) := = 1,0y — TKOw - Vo — TKv - VO, + mF'(¢)Ap + mKF'(¢)v - Vo
+aig-v+u-Vip—I) —Kv-V(u—1.0) — eKA(v - Vo)
en(p,0,v) :=u- VI + asg - v + ml Ay
e (p,9,v) == u- Vv + (Vo) u+ adg + ¢V + (0 — I,¢) VY.
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Observe that the adjoint system (3.8) is equivalent to the equation

Ai(p,9,0,7) = (go — TOgc — €Age + F'(¢) e, gn + lcge, 9,) € X1(Q).  (4.51)

Thus, it is enough to prove that A; : X¢(Q) — X1(Q) is an isomorphism.

From the maximal parabolic regularity theory for the viscous biharmonic heat,
Stokes, and heat equations, we deduce that Ag is an isomorphism. Next, we show
that A, is well-defined and bounded for o > 0. Indeed, we infer from Holder
inequality the following estimates:

[en(, 9, v) HLT/2(1;L4(Q))

< cdllullprrzes@p Il + 10wy + |ellre@weaq)yt (4.52)
lev (e, 197’0)||Lr/2(1;1;4(9))

< C{||uHL’“/2(I;L4(Q))||'v||C’(f;Cl(Q)) + ||¢HL°°(I;L°°(Q))HQOHLT/Q(I;WL“(Q))

+ WOl Lrr2 o)) + NN ez ra@) 19 leor @)y + 191 Lrrzer s b (4.53)
||60(907 197 ’U)|

< C{||at19||Lr/2(1;L4(Q)) + ||3tv||Lr/2(1;L4(Q))||¢HL°°(I;L°°(Q))

Lr/2(LW—14())

+ H”HC([‘;C(Q))”8t¢HLr/2(1;L4(Q)) + ||F/(¢)||L°°(I;L°°(Q))”SOHLT/Z(I;W?A(Q))
+ HF/<¢)HL°°(I;L°°(Q)) HUHG(LC(Q)) H(b”LT/?(I;WlA(Q))
+ [l g2 e ) el ey + 1Plleder@y)
+ 1ol pr2nr@y + 1Vl edemy Ukl vz i) + 101 b))}
+1vller.cr@plloll Lrrzawza))- (4.54)
Using the following compact embeddings from the proof of |9, Lemma 4.§]
Z,(Q) S C(1:CY Q). Vi, Q) = C(I;CH(Y),
we have that A,(p,d,v,m) € &A1(Q) for every (p,9,v,m) € Xo(Q).
Again, we set N := ||(¢,0, u, “)HWZ’,’;(Z?(Q)‘ Based on the above estimates and the
previous embeddings, we can see that

H (AQ - A<)((p7 197 v, 7T) HX1(Q) < |Q - g‘ ”(60(907 197 ’U), eh(@? 197 ’U), ev(907 197 'U))Hxl(Q)
< enlo—<lll(w, 9, v)’|er/2(Q)XZEYT/Q(Q)XVZT/Z(Q)
and thus,

1A, = Adllcxo(@).x1(@) < cnlo— sl (4.55)

Denote by S the set of all p € [0, 1] such that A, is an isomorphism. Then, 0 € S and
S is open relative to [0, 1] from (4.55) and the fact that the set of all isomorphisms
from X((Q) onto X1(Q) is open in L(Xo(Q), X1(Q)).

Let us show that S is also closed in [0, 1]. Let g € [0, 1] and suppose that g, — o
where g, € S for each positive integer k. It is clear that A, is injective. Now we show
that A, is surjective. Given (ho, hn, hy) € X1(Q), since A,, is surjective, we have
A, (o, Vg, Vi, ) = (ho, hn, hy) for some (@, Ok, vi, T) € Xo(Q). By adapting the
proof of Theorem 3.7, we see that there exists a constant ¢ > 0 independent of k
such that

H ((,Dk, Uk, Ok, ﬂ'k) Hy%(Q) < CH(h0> hy, hV) HX1(Q)' (4'56>
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Applying separately the maximal parabolic regularity for the viscous biharmonic
heat, heat, and Stokes equations on each component of the equation

AQk (QO]W 79]67 Vg, 7Tk) = (h07 hh7 hv)a
and using 0 < g, < 1, we have

lerllzs @) < cAllhollLrw—1a0)) + ll€o(@rs T i) rr2 w14y b (4.57)
4 1"/2

||191c||z2 2@ < C{HhhHLT/Q(I;L‘l(Q)) + [len(or; Vi, 'vk)HLT/?(I;L‘l(Q))} (4.58)

H’UkHvi -/2(Q) + H7TkHLr/2(1;W1,4(Q)) < C{||hV||L’“/2(I;L4(Q)) + ||eV(90kaﬁka’vkmLT/Q(I;L“(Q))}'

(4.59)

In what follows, we provide further estimates for the second terms on the right-hand
sides of the last three inequalities.
Now, by utilizing Lions Lemma to the function spaces Z4 . /Q(Q) =

CULCHQ) = LI LQ) and 23, ,(Q) 55 LALWH(Q) = LA(1:L2(Q)),
along with the embeddings V3,(Q) < L"/*(I; L*(Q)) and (4.45) in (4.52), one has
len(@rs D, Vi)l prragrnacey) < env{cellOrllzirz ) + ellvellzz

@1

2
+ llvkllvz, @ + cellerlliaairze) +ellnll 2

1r/2(@
This inequality and (4.56) when applied to (4.58) give us:
(I —een)llVillz2, L@ < entcell(ho, bns hu) 2@ +ellerllzg @) (4.60)
A similar procedure as above along with Vi, ,(Q) & C(I;C'(Q) <
L%(I; L*(2)) when applied to (4.53) yields
lev (s In, vr) | rz(ripay) < endeellvall iz +ellvallvz )
+ llenll 2z, + cellOrll 220y + EHﬁkHZiT/Q(Q) + HﬁkHZiQ(Q)}'
Substituting this inequality in (4.59) and then using the estimate (4.56), we have

(1- 50N)||”k||v§m/2(c2) + 7wl /e (LWL4(Q))

< en{cell(ho, hn, hu)ll 1@ +ellOkllzz Lo} (4.61)

2

Lastly with the same methods, we obtain from (4.54) the following inequality

leo(@k, U, Uk)HLT/2(I wW=14(Q))

< enllldrllzz, L@ + llonllvz @ + cellvrllzgize)

4’7‘2

+€||vlc||v§w2(cg) + cellerll 2z ) +ellwnll 2z @ T lvkllvz, @)
+ el aizze) +elldillzz L@}

4, /2
With this estimate and (4.56) in (4.57), we deduce

(L —een)llenllzz, @ — enlldillzz, L@ — evllvillvz L)
< en{ecll(ho, s B)llxu@ +ellPellzz @ +elonlve @) (462)
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Multiplying (4.62) by § > 0 and then taking the sum of the resulting inequality
with (4.60) and (4.61), we obtain

o(1 - 5CN)||90k||z§f 12(Q) + (1 —dey — €CN)||191<:||22 2(@)

+ (]_ — (SCN — ECN)H'UkHv2

1,r2(Q )+ ||7Tk||Lr/2(];W1,4(Q))

< ens{Cell(ho, bns bl 2@ + ell(@rs Tr, vk i) [ 20 (@) -
Taking § = 1/(2cy) and then £ > 0 small enough so that

~ . 1-— ECN 1
CN = mln{ — —¢ccy ¢ —cnge > 0,

20]\[ ’ 2
we see from the above inequality that
CN,5C
1(ors Ve, O1, ) [ 200(@) < o =[|(hoy i, h) [ 21(@)- (4.63)

The previous inequality implies that the sequence { (g, Uk, Vi, m) } 52, is bounded
in the reflexive space Xo(Q). Thus, (¢, Vg, Vg, 7)) = (@, ¥, v, 7) in Xy(Q) for some
(p,0,v,m) € Xo(Q). Passing to the weak limit in the equation A,, (pk, Vg, Vi, T) =
(ho, hn, hy) leads to A,(p,V,v,m) = (ho, hn, hy). This proves that A, is surjective.
As a consequence, p € S and so S is closed in [0, 1]. Since the only non-void subset
of the connected space [0, 1] that is both open and closed is itself, we have S = [0, 1].
Therefore, A; is an isomorphism. The estimate stated by the lemma follows from
(4.51), the estimate

171123

4 ’l‘/2

y < enfllellzs @ + vl L@ + 119z @)

and the one that can be obtained from (4.63) by passing to the limit inferior. [

The succeeding lemma deals with the stability of solutions for the adjoint system
under the norm of Y5/*(Q).

Lemma 4.12. Consider the assumptions of Lemma /.11 and suppose that ¢4,0, €
L2(I; LAY)) and 4y, vy € L7?(1; L*(Q)). For every s € MZ, we have D(s) €
Z/Q(Q) and there exists cz > 0 independent on s such that

ID(s) = D5y gy < €ollF() = F(57) ooy

Proof. The fact that D(s) € Y7/*(Q) follows immediately from Lemmas 4.10 and
4.11. Moreover, from (4.14) we deduce that

D, := sup |D(s)

seMSg

Let (¢s,0s,us,us) = F(s) and (ps, Vs, vs,ms) = D(s). Also, let us recall
that (¢*, 0%, u*,u*) = F(s*) and (¢*,0*,v*,n*) = D(s*). Then, the difference
(p,0,v,1) = (s, Vs, Vs,Mms) — (©*, 0, v*, ") satisfies the linear system (3.8) with
(¢,0,u,p) = (¢%, 0", u*, pu*) and

Go = Xo1(Ps — ") + Ao2(Aps — AP™) + (us — u™) - V(ps — lnts)
+ (F,(qbs) - F/(¢*))773 - IC’US ' v(/~L3 - /fk - lces + lcg*)
ge = Kvs - V(¢s — ¢")

lyrr2gy < 00 (4.64)
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gh = A(ls — 0°) + (us — u*) - Vs — Klows - V(ds — ¢*)
g, = \(us —u*) + (us —u*) - Vo, + (Vo) (u, — u’)
+ (95 = 0 )Vps + (05 — 0" — Ihgs + ") Vs,

Then, we can adapt the same methods as in the previous lemma and use (4.64) so
that

||(90a 197 v, 77)”3;2/2(@ S CF’YD’YH(¢8 - Qb*, 98 - 9*7 Us — U*7 Hs — “*)”WEL/,?(Q)

for some ¢ > 0 independent of s. Observe that this is precisely the estimate stated
by the lemma with c3 = cF, D.,. O]

Our next lemma provides an estimate for the action of the second-order derivatives
of the cost functional.

Lemma 4.13. Consider the framework of Lemma 4.12. Given 6 > 0, there exists
g5 > 0 such that for every s € My N BL (s*) and r € M", we have

[D%1(s) ~ D2 (")) r,7)] < SIDF(" g

Proof. Let (¢f, ¢ wk &) = DF(s*)r and (¢, G, w,, &) = DF(s)r. We shall
estimate D?J(s)(r,r) — D?J(s*)(r,r) by using the representation of the second-
order derivative of J provided in Theorem 4.1. First, applying the Cauchy—-Schwarz
inequality and the estimates in Lemma 4.7, we obtain

T
/ / Nt tn + 2l — 2]+ Ao Vil + V2|V, — Vi | der b
0 Q

T
+ / / MG + GG — G+ Nw, + wi||w, — wy|dadt
0 /o
< {IIDF(s)7 730 + IDF(s")7 [l 730 HIDF(8)r — DF(s%)r[|l73q)
< cer(ea +1)l|s = 8"|lwy @ IDF(s)7 720
Next, by the triangle inequality, we have

[ e T 2t -9l dra
0
<2/ /| V@M@hﬁdt+2/ /|uJ V(g — )| da dt
= f /Q\<w:~w*><wr—w:>|dmdt.

The terms on the right-hand side of this inequality can be estimated from above as

follows
/ /\ ) Vo)t | da

< c|lw, — THLQ(I;LZ’(Q))\l@ch‘;w(m)H%HL?(I;L?(Q))
T
/ / (W} V(i — "))y | da dt
0 Q

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio




MEASURE-VALUED CONTROLS TO THE VIscous CHOB SYSTEM 39 /47

< cl|lwyl| 22 lle — @ lle@or@p 19l L2as2 )

T
| [ 9o - vl arar
0 JQ

< cllwy 22 19" oo 1Vr — Vrllzacz@)-

Taking the sum of these inequalities and using the continuous embeddings presented
in the proof of Lemma 4.11, we get

T
| [ w9y, — 20w; - 96t dnde
0 Jo
< ¢|[DF(s)7 — DF(s")7 |73 [ID(8) 3,172 ) IDF (8)7 [l 73(0)
+¢||DF(s%)7 ] 73(0)ID(8) = D(8")[lyrr2 ) IDF (8)7 [l 7300)
+ | DF(s")7 73 ID(5") 2,y IDF ()7 — DF (")l
According to Lemma 4.10, we have ||F(s) — F(s*)HWT,T/z(Q) =2(|ls = s*[|nr. (@)

q,s,P
with z(|ls — s*[lxr @) = 0as s = s* in N7 (Q). In what follows, the function

z may be different at each line. Due to Lemma 4.12, it follows also that ||D(s) —

D(S*)||yr/2(Q) = 2(||s—s*||ar . (@) Based on these and from Lemma 4.7, we deduce
4 a8,

that

T
120, 9y, 2wt Tl drar < 2(ls = ol o) IDFE 7 g

In a similar fashion, we can establish the following estimate for the other terms
related to the convection and surface tension

T
/0 / 2 (wr - VOY (G — Inthy) — (w7 - VINC — lnpt)| da dt
T
T / / 2N (W - Vi) (Er — 1) — (0" - V)L — 1) dardt
0 (9]

T
—i—/ /2|(wr-Vv)~V'wr—('w:-V'v*)-Vw:i|dxdt
0 Jo

< 2(lls = 8"y, @) IDF(s")7 (172 )

Now for the remaining cubic terms for the second-order derivative, we shall esti-
mate from above according to

T
/0 /Q 650|602 — &y dz dt
T
< 64 / / 106 — 6t + bl — 77)]42) dedt

T
+ 66 /0 /Q 67 (W 08) (e — 7))

< {ll¢ — ¢* ez @ 1 lled ez 10e 221010
+ H¢HO(T;L00(Q)) | — 77:||C(I_;L2(Q)) ||¢T||%2(I;L4(Q))
+ 9" ez pllmlle .oz ) ([We 2@ a@) + 1Rl 2asa@) e — Urllz2ra @)}
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With the same reasoning as above, one can obtain the estimate

T
/ / 680ldvrmy — ¢vrimyl dudt < z(|ls — s”(lw. @) IDF(s)7 75 q)-
0 JQ

Applying the triangle inequality and taking the sum of the above estimates give us
the desired result. O

The proof of the following lemma is analogous to the previous one, and for this
reason we shall omit the details.

Lemma 4.14. Consider the framework of Lemma 4.12. Then, there exists ¢4 > 0
such that for every s € Mgy and r € M" we have

[D*J(s)](r,7)| < cal DF(s)7 75

We are now in position to prove the main result of this section. In order to
formulate the second-order sufficient conditions, we consider the cone of directions
Cjs(s*) € M" with 3 > 0, defined as follows:
9sL(s*,m*)r < B||DF(s")7|l72(0),

DuA(s",m*)r > —BDF(s")r]l 7300
lok @)l arwy = implies Ol (t)]|argpx(t) < 0
for a.a. t € I and for every k € K

(sY) i={reM’

Theorem 4.15. Let (3.11) with r > 8, f = (fo,fu, fu. fo) € F2(Q),

q,5,p
(¢, 00, wo) € D), ¢a,04 € LT*(I; LH(Q)), pg,vq € L/*(I; LH()), and (4.5)
be fulfilled. Assume that s* € M3y satisfies
D?F(s*)(r,r) > 5||DF(3*)r||%.g(Q) Vr e Ch(sY) (4.65)

for some 6 > 0 and 8 > 0. Then, there exist e = €g5 > 0 and o = o5 > 0 such
that

J(s*) + o||[F(s) — F(s*)H?rg(Q) < J(s) Vse MynBl(s"). (4.66)

In particular, s* is a strict local solution of (3.7) with respect to the topology of
N . (Q), and hence to the topology of M> as well.

q787p

Proof. Suppose that s = (0o, 0n, 0,) € Moq N BL(s*), where ¢ > 0 will be chosen
below. Let r = (po, pn, p,) = 8 — 8 € M". Given k € K, if m{(t) = ||y (t)|lco(w) >
0, then |0y (t)||aw) = 7 according to (4.5). Hence, (4.9) and ||ow(t)||arwg <
lead to O||oy(t)|| m(wopx(t) < 0. Thus,

Du (8™, m")r =) m;0|| o7 || ar (o o dt < 0. (4.67)

kekK {m}>0}

Next, we derive some estimates based on the previous lemmas. From the contin-
uous embedding W;2 (Q) — T5(Q), I7llar . @ <€, Theorem 3.3, Corollary 3.4,
and setting

¢s = [[DH(S ) 2 opwrz, @ IPl v . @202, @) < 00

q,s,p q,8,p
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we have
IDF(s)rllr2c0) < eDF(s) vz
< ¢[[DH(I(s7))DIr|[yr2 | o) < cose.
In particular, for £ <1/(ccs) we have [[DF(s*)7r |72y < 1. Moreover, according to
Lemma 4.7, one has
HDF(S)’I‘H%—E(Q) < chDF(s*)rH%(Q) < ccgcg,gHDF(s*)rHTg(Q). (4.68)

In light of Lemma 4.9, the triangle inequality, and upon taking € < ¢(, the norm on
the left-hand side can be bounded from below, thanks to

* 1 *
IDF(s™)r(l3q) = 51IF(s) = F(s")ll730)- (4.69)
2

Performing a second-order Taylor expansion to J around s*, we have
1
J(s) = J(s*) +DJ(s")r + §D2J(sw)(r, r), (4.70)

where w € [0,1] and we have set s, := ws* + (1 —w)s € M2, As in [10], we shall

proceed by considering two cases, namely, when r € Cj;(s*) or 7 ¢ Cj3(s™).
Suppose that = € Cj(s*). Since DJ(s*)r > 0 and D?J(s*)(r,r) >

5||DF(3*)1“||3.§(Q) from (4.65), we obtain from Lemma 4.13, (4.70), and (4.69)

that

J(s) > J(s") + %DQJ(S*)(T‘, r)+ %[DQJ(SW) —D?J(s%)](r, )

* 6 * 2
> J(5) + FIDF(s" )l

* 5 *\ |2
> J(s") + £ lIF(s) = F(s")l730)

provided that ¢ < ¢5.

Now assume that r ¢ Cj(s*). From the definition of Cj;(s*) and the statement
at the beginning of the proof, either we have 9;L(s*, m*)r > B||DF(s*)r||7z) or
05 A(s*,m*)r < —B||DF(s*)7[|72(q)- In any case, we claim that

DJ(s*)r > B|IDF(s*)7 ||l 72(q)-
Indeed, if the first inequality holds, then due to (4.67), one has
DJ(s")r = 0sL(s",m")r — 0sA(s*, m™)r

> 0sL(s",m")r > B||DF(s")r |72

If the second inequality is satisfied then from (4.13), we have
DJ(s*)r > — 0sA(s*, m")r > B|[DF(s")7|l72(q)-

Utilizing DJ(s*)r > B||DF(s")7|l72(), IDF(s*)7ll72iq) < L, (4.68), (4.69), (4.70),
and Lemma 4.14, we get

1
J(8) 2 J(87) + BIDF(8)rll73) + 5D° I (s0)(r.7)

* * 1 *
> J(5") + BIDF()r g ) — seckercss[DF (")l
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* 1 *
> J(s7) + 5(28 — cdzeacse) [F(s) = F(s7) 730

Based on the above discussions, choosing ¢ = min{1/(ccs), 0, €5, 23/ (ccacacs)} and

o =min{d/16, (28 — ccacycse)/8} yield the desired estimate (4.66). This completes
the proof of the theorem. O

5. APPENDIX

For the sake of the reader, we provide the computations leading to (4.19) that was
used in the proof of Lemma 4.7. Starting from the adjoint system (3.8), we integrate
by parts, use the vanishing initial conditions for the linearized system, the vanishing
terminal conditions for the adjoint system, and (4.17). For the adjoint equation
involving the linearized Cahn-Hilliard system, we obtain

T
/0 (9o, V)220 w20 A
T
= / (—&gp + lhﬁtﬁ + Tam —Uu- V(g& — lh19> -+ EAT], ¢>W—1»2(Q),Wé’2(ﬂ) dt
0
T
- / (F'(¢p)n+ai1g-v—Kv-V(u—120), ww—h?(n),wg’?(ﬂ) dt
0
T
_ /0 (00 + div (V). 9) vz
T
0
T
+ / <-O€1¢g — IC(,u — ZCG)Vw, ’U>W_1’2(Q),Wé’2(ﬂ) dt
0

+ /(—lhaﬂ/f — Indiv (), D)y 20 i 2o i

T

\

(9, §) 2oy dt

T

77 mAp — Kv - Vo, §)L2(Q

I
N

T T
/ 5 17 L2(9) dt+/ < mAE, (p>W L2(Q),Wh2 () dt
0 0

+ /0 (—KEV S, 0)yyr12(0) w2 (e At

Also, for the adjoint equation associated with the linearized convection-diffusion
equation, we have

T
/ (g, Q)2 dt
0
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T
= / (—aﬂ? —u-Vi+ ’ClC’U . V¢ — KAY — Qg - U — ZCT]7 C)LQ(Q) dt
0
T T
= / (I, 77)L2(Q) dt + / (0,¢ + div (Cu) — KA, 79>W—1’2(Q),W3’2(Q) dt
0 0

T
+/ (Kl.CV o — 062C97v>w—1’2(9),wé’2(ﬂ) dt
0

and for the adjoint equation corresponding to the linearized Navier—Stokes equation,
one has

T
/0 (9., w>L2(Q) de
T
= / (=0 —u-Vv— (Vv) u—vAv + Vr, W) 2o dt
0
T
0
T
= /0 <diV (d)'w), 90>W—1’2(Q),W01’2(Q) dt
T
+ / (—ag - w+div ((0 — lho)w), 19>W—172(Q),W01'2(Q) dt
0

T
+ / (Ow + div (w @ u) + div (w ® u) — vAw + Vw, v>W_1,2(Q),W(1),2(Q) dt.
0

Taking the sum of these equations and utilizing the equations for the linearized
system (¢, (,w, &) = DH(I(s)) f7, see Theorem 3.3, we can easily obtain (4.19).
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