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1. INTRODUCTION

This paper is dedicated to the analysis and numerical approximation of optimal
control problems for linearized models describing the interaction of an incompress-
ible fluid and a structure. For the physical configuration, we consider the setting
where the structure is completely submerged in the fluid domain. An example of
this situation is micro-bubble suspension in a fluid in ultrasound imaging [22]. In
this study, we assume that the interface between the fluid and the solid is static, a
reasonable assumption in the case of small yet rapid oscillations for the structure.
Although this assumption is somewhat restricted and limits applicability to more re-
alistic problems, the current work is a contribution towards nonlinear fluid-structure
interaction (FSI) models.

FSI models have been studied in the past years both from the analytical and
computational perspectives. These works deal with the well-posedness for linear
problems |5, 8, 23|, nonlinear problems [13, 30, 31, 35, 36|, asymptotic stability [39],
interior feedback stabilization [9, 46, 47|, boundary feedback stabilization [6, 9, 7, 40],
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regularity |3, 14|, numerical analysis and approximations |2, 4, 19, 29, 48|, Bolza
control problems [38, 37|, and optimal control [26] to name a few. Specifically,
the authors in [26] considered an optimal control problem for an unsteady linear
FSI problem and derived optimality conditions based on the adjoint equations of a
symmetric formulation of the state equations. This strategy is advantageous in the
implementation of gradient-based optimization algorithms.

We denote by Qy, €, I'; and I'y the domain occupied by the fluid, the solid, the
interface between the two and the boundary of the wall for the fluid, respectively.
Since the structure lies entirely in the fluid, I'y and I'; have no points in common.
The entire domain of the interaction model will be denoted by 2 = Q,UQ,UI';. We
suppose that Q C R? is a polygonal domain and €, is a sufficiently smooth domain.
The optimal control problem we are interested in is the following:

min J(u,w,q) = Glu.w) + Flal (1.1)
subject to state equation
( u — Au + Vp = Byq, in Qf =1 xQy,
divu =0, in Qy,
u =0, on Xy =1xTYy,
U = wy, on Xy = I x T,
wy — Aw 4+ w + pw(- — 1) = Byg, in Qs =TI x €, (1.2)
o,w — O,u+prv =0, on Y,
u(0) = up, in Qy,
w(0) = wy, wi(0) = v, in Q,
L wy = 2o, in @, = (—r,0) x Qy,

where I = (0,T], By : Q — L*(Qy), Bs : Q@ = L*(Qs), p € R, r > 0, a > 0, and
T > 0 is a given time horizon. Furthermore, ) denotes the Hilbert space of controls.
Here, v is the unit normal on I'y outward to €2, hence will be inward with respect
to ¢, and 0, denotes the normal derivative. For simplicity of exposition, the fluid
viscosity, fluid density and structure density are normalized to 1.

The state equation (1.2) will be understood in the weak sense, which will be
specified concretely in the succeeding section. In this equation, u : Q; — R?
p:Qr > Rand w: Qs — R? represent the fluid velocity field, the pressure in
the fluid and the structural displacement, respectively. We have a no-slip boundary
condition for the fluid on the wall I'y and the continuity of velocities and normal
stresses for the fluid and structure on the interface I's. The retarded term paw, (- —r)
in (1.2) represents a delay term in the structural damping which, from a physical
point of view, may occur due to material properties of the structure. The constants
1 and r represent the strength and extent of the delay, respectively. The stability of
system (1.2) without delay and similar versions of it have been studied in [9] with
internal mechanical dissipation, and in |6, 7| with interface mechanical dissipation
and zero internal static damping. For the stability of nonlinear F'SI models without
delay, we refer to [39, 40, 46, 47].

Well-posedness and stability of a linear FSI model with delay has been considered
in [53]. We reiterate here that due to the transport phenomenon induced by the
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delay term, oscillations occur that may result into instability. This has been already
observed in the case of wave equations, see for instance [20, 21, 52|. In particular,
the presence of delays may lead to solutions that have either constant or increasing
energy as time progresses. Optimal control then serves as a useful tool to stabilize
the system by minimizing its energy. In this work, we shall consider the finite-horizon
case. Infinite-time horizon problems will be a topic for future work. For optimal
control of parabolic problems with delay, the necessary optimality conditions were
discussed in [43, Section 18.1].

With regards to the function G appearing in the cost J, we consider a functional
keeping track of the total or a part of the energy of the system, namely

1
Gluw) = 5 [yl = vally, + vl = wall, dt
1
= 5 [l = vl + el Vo - Vualp, e (13)
I

for given desired velocity fields u4 and v4 and displacement wg, where v¢, v > 0
for « = 1,2,3. Different treatments in the analysis for v, > 0 and v, = 0 will
be needed. This is reflected in the regularity requirements on the source terms
appearing in the fluid and structure equations. If one requires that the energy on
the time interval I to be minimized, then we just take the desired states to be zero.
The consideration for the cost functional (1.3) is motivated in the context where T
is large, which relates to stabilization.

We would like to point out that the above problem has been studied in [26] without
the retarded term, with v5; = 753 = 0, and under smooth initial data satisfying
appropriate compatibility conditions. In this work, we shall study the theoretical
aspects of the optimal control problem with rough initial data having finite energy.
The authors in [26] reformulated the variational equations for the FSI problem in
a symmetric form, and as mentioned earlier, this approach is advantageous in the
numerical analysis and computation of the optimal control problem. Also, a formal
Lagrangian approach to the original weak formulation of the state equation leads
to an adjoint equation with new coupling conditions on the interface, while the
symmetric formulation leads to an adjoint equation which is again an FSI problem.

Nevertheless, our optimality conditions established from a more direct method
are equivalent to the one obtained from their symmetric formulation. The approach
we follow in this paper will be more transparent in identifying the strong form of
the adjoint equations, from which we will see that it is also a linear FSI problem
but with nonlocal-in-time terms on the right hand side of the structure equation.
Regularity results and a priori error estimates for the primal states can be then
applied to the associated adjoint states.

The second aim of this paper is to study a parabolic regularization of the above
optimal control problem where the state equation (1.2) is replaced by
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( u; — Au® 4+ Vp° = Byg®, in Qy,
divu® = 0, in Qy,
u® =0, on Xy,
u® = wy, on Y,
wi, — Aw® — eAw; + w® + pwi (- — r) = By, in Qs, (1.4)
Jyw® + ed,w; — O,u® + p°rv =0, on X,
u®(0) = wo, in Qy,
w®(0) = wy, w;(0) = v, in Q,
x wy = 2o, in Qr,

with a regularization parameter or strong damping coefficient ¢ > 0. This regu-
larization strategy is widely used for hyperbolic problems, see [34, 44| for example.
As a result, better convergence rates for the discretization errors will be obtained.
From a physical point of view, the stress for the structure is proportional not only
on the strain but also on the strain rate [18]. This changes the nature of the FSI
model from a coupled parabolic-hyperbolic system to a coupled parabolic-parabolic
system. System (1.4) without delay has been studied in [59], where it was shown
that the associated semigroup generator is analytic and exponentially stable.

It will be shown that the optimal solution of the regularized problem converges
to the optimal solution of the original problem as the parameter € tends to 0. Due
to the strong damping on the wave equation, this problem possesses solutions that
have better regularity properties, and we shall utilize this information to propose
and analyze a numerical method approximating the optimal control. Moreover, we
prove a priori error estimates for the control, state and adjoint variables.

We shall use piecewise linear elements for the discretization of the structure and
control while mini-finite elements for the fluid velocity and pressure, see [1]. For
the mini-finite element, extra degrees of freedom are used at the barycenters of each
triangles in the spatial mesh. The corresponding shape function is commonly called
a bubble function. This is one of the simplest and economical finite element method
to implement for the Stokes equation that has the appropriate approximation prop-
erties and fulfills the discrete inf-sup condition, a necessary criterion to derive a
priori estimates. Recall that for the linear Stokes equation, linear elements both for
the fluid velocity and the pressure are not sufficient since it may produce the so-
called checkerboard-like instability that leads to the failure of the inf-sup condition
[25, Section 4.2.3]. The use of bubble functions in the mini-element can be viewed
as a Galerkin/Least-Squares (GaLS) approximation for the P1-P1 element, see |54,
Section 9.4] for the details. Moreover, the proposed numerical scheme preserves the
continuity on the interface of the fluid and structure velocities at the discrete level.

For the temporal discretization, we shall employ a discontinuous Galerkin scheme.
For this type of scheme, it turns out that the history will be discretized through an
averaging method, which is reminiscent to the methods proposed in [11] for optimal
control problems of delay differential equations. The full space-time discretization
will then be a linear discrete time-delay system. Depending on the value of 7,3 in
(1.1), we obtain either a linear or quadratic order of convergence with respect to the
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spatial discretization and a linear order with respect to time. Galerkin discretiza-
tions are favorable schemes both in theory and numerics because the two approaches
discretize-then-optimize and optimize-then-discretize are equivalent, see [49] in the
case of parabolic problems.

The numerical scheme presented in this paper is a strongly-coupled algorithm.
The unknowns of the linear systems are the fluid velocity, fluid pressure, structure
displacement and velocity. By a suitable substitution and penalization, the structure
displacement, and the fluid pressure will be eliminated in the system, thus, the fluid
and structure velocities remain as the degrees of freedom. In principle, this is a
monolithic approach for the FSI algorithm. For linear 2D problems, this is an
affordable method and has advantages from the stability point of view. However,
for nonlinear and 3D problems such an approach is computationally expensive and
appropriate solvers and preconditioners are important.

Alternative approaches based on partitioned schemes have been proposed in the
past years to circumvent the disadvantages of monolithic approaches. For such
an approach, the fluid and structure variables are computed separately in their
respective domains and they are coupled through the interface boundary conditions.
Partitioned schemes gained significance due to their numerical and storage efficiency,
modularity and scalability. However, instabilities may occur due to the so-called
mass-added effect, which means that the mass of the structure increases by the
surrounding fluid as it vibrates. This is typical in hemodynamics where the densities
of the blood and the arterial wall tissue are comparable. Nevertheless, appropriate
operator splitting schemes have been developed to overcome such instabilities. For
more details on partitioned schemes and mass-added effects, we refer the reader
to [10, 16, 17, 12, 19, 27, 29, 41, 48] and the references therein. It will be a good
future work to extend the current paper to partitioned schemes for nonlinear 2D and
3D problems with either static or dynamic interface, specifically, to investigate the
form of adjoint equations and to analyze the corresponding discrete optimal control
problem.

Now as a motivation, let us take into consideration the influence of delay on the
optimal control problem (1.1), (1.3) subject to the state equation (1.4). In the
following, we shall use the set-up of the first example in Section 8 with control
acting in the structure domain. Using the numerical scheme described above and
discussed in detail in Section 6, we computed the optimal control by neglecting the
delay (r = 0) and then utilized it as a control to the dynamics with delay r = 1.
While the residuals on the fluid velocity and structure stress are comparable in size,
we can observe from Figure 1 that there is a clear difference between the structural
displacement and velocity when the optimal control obtained by neglecting delay is
applied to the state equation with delay. Therefore, if there is a priori knowledge that
time-delay is present in the state equation, then one should utilize this information
to improve the results of the optimal control formulation.

This paper will be organized as follows. In Section 2, we will discuss the well-
posedness and regularity of solutions for the state equations (1.2) and (1.4). The
necessary optimality conditions for the associated optimal control problems will be
tackled in Section 3. We present equivalent symmetric formulations for the state and
adjoint equations in Section 4. In Section 5, a semi-discretization for the symmetric
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formulation as well as a priori error estimates will be established. Full space-time
discretization of these equations is the concern of Section 6. Section 7 will deal
with the error analysis for the optimal controls of the discretized and continuous
problems. Finally, numerical experiments illustrating the theoretical results will be
provided in Section 8.

[[wi(t) —va(?)lle,, [w(t) —wa(?) oy,
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FIGURE 1. Time-evolution for the norms of the residuals between the
states and target states with the optimal control neglecting delay (blue
solid curve) and applying this control to the delayed dynamics (red
dashed curve).

2. ANALYSIS OF THE STATE EQUATIONS

In this section, we present the weak formulation of the state equation (1.2) and
its parabolic counterpart (1.4). The plan is to study the case where there is no
delay first and then use successive substitutions in the presence of the delay term.
Without delay, the existence and uniqueness of weak solutions has been established
in the literature using different methods such as semigroup theory, the Galerkin
method and monotone operators. Nevertheless, we sketch the Galerkin method for
clarity and completeness of presentation. The product space approach, in which an
auxiliary state is introduced to keep track of the history, serves as a good theoretical
framework both in the analysis and approximations for delay differential equations.
This is also an appropriate tool for partial differential equations with delay from
a theoretical point of view, however, this is not practical from the computational
perspective since it blows up the number of degrees of freedom. With this concern,
we will use successive substitution instead, and we will see later that this approach
is compatible to the discontinuous Galerkin scheme with respect to time. The main
drawback of the method of successive substitution is the additional storage of the
history components, which is unavoidable when dealing with a dynamics that de-
pends on the history of the state.

2.1. WELL-POSEDNESS OF THE STATE EQUATIONS. The Lebesgue and
Sobolev spaces on a domain O in R? will be denoted by LP(O) and W*»(0),
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respectively, and we let H*(O) = W*2(0). The corresponding norms will be
denoted by

lullo = llullzz0):  [ullkpo = llullwrroy:  Ilullko = llullkzo0-

Simplifying notation, the product of m copies of a Banach space X will be denoted
again by X instead of X™. We shall use the abbreviations L(X) = LP(I, X),
WeP(X) = WP(I,X), H*(X) = W**(X) and C*(X) = CF(I, X) for p € [1,00],
s € Rand k € NU{0}. A subscript r will be used if instead of the interval I we
have (—r,0), for example, LP(X) = LP((—7,0),X) and H:(X) = H*((—r,0), X).
The indicator function of a set O is denoted by xo. We use (-,-) to denote the
pairing between a Banach space and its dual.

With respect to the fluid, the typical solenoidal function spaces for the Stokes
equation will be used, namely

Hy={ue L*(Qf) :divu=01in Qf, u-v =0 on I[';},
Vi={ue H Q) :divu=0in Qf, u=0on I},
with the corresponding norms
ulla, = llulley, — ullv, = [Vl
On the other hand, for the structure displacement and velocity, we take the function

spaces H, = L*(Q,) and V, = H'(Q,) equipped with their usual norms. Also, we
introduce the spaces

V={¢€ Hy(Q):divE =0 on Q;},
Vf = {u c H&(Qf) dive =0 in Qf}’
endowed with the following respective norms

IEllv = [IVElla, lully, = IVulla,

For the pressure we use the space M = L?(Qy). This choice of function space for the
pressure stems from the Neumann-type boundary condition on the interface. Notice
here that the pressure does not have necessarily average zero in contrast to the
Stokes equation with no-slip boundary condition, where one has to impose the zero-
average condition to obtain the uniqueness of the pressure term. Furthermore, we
shall use W = H}(2) as the space for test functions for the variational formulation
of the state equations with regular data.

The dual of V' and V; with respect to the pivot spaces L?(Q2) and H; will be
denoted by V" and V7, respectively. Similarly, V" and Vf’ are the dual of V, and Vf
with respect to the pivot spaces Hy and Hy, respectively.

Let us begin with the definition of weak solutions for (1.2) without the retarded
term. In the following discussion, we consider a non-homogeneous boundary con-
dition in relation to the normal stresses on the interface I'y, compare with [37].
This type of boundary condition appears naturally in the formulation of the adjoint
equations in the optimality system for the case v, > 0.

Definition 2.1. Let ug € Hy, vo € H,, wy € Vi, f € L*(V}), 0 € L*(H,) and
B e L} HY2(T,)). A pair

(u,w) € [L¥(Hy) N L*(Vy) N HY(V))] x [LX(Ve) N W (H) 0 HA(H ()]
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15 called a weak solution of

( uy — Au+ Vp = f, in Q,
divu = 0, in Qy,
u =0, on Xy,
U = Wy, on X,
wy — Aw +w = o, in Qs, (2.1)
dw — O,u+prv =3, on Y,
u(0) = uy, in Qy,
[ w(0) = wo, w(0) = vy, in Q,

if the initial conditions in (2.1) hold, u
every t € I we have

(ue, o) + (Vu, Vo)a, + (w, ©) + (w, p)1.0, = (f,0) + (B,9) + (0,0)a,  (22)
for every ¢ € V.

r. = wy|p, in L*(HY*(T,)) and for almost

Equation (2.2) should be understood in the sense of distributions, that is,

—/wwwwwm+/wwmwm@@a—/wmwwwa

+[mwwmm@w:[ﬂﬂm@+wm@+w®wmw@w

for every ¢ € Cg°(I). Note that wy|r, is a well-defined element in H—'(HY?(T,)).
According to the definition, we have u € C(VJZ) and w € C*(H'(£,)). Conse-
quently, the pointwise values of u, w and w; at t = 0 are well-defined.

We would like to point out here that our definition of weak solution is adapted
from [43, Section 1.9], see also 23| in the case of more regular data. A different
notion of weak solution is given in [13] where the test functions are not necessarily
coupled at the interface. The crucial point in that formulation is the hidden regu-
larity of the normal trace on the interface of solutions for the wave equation, namely
O,w € L*(H™Y?(T,)), obtained from a micro-local analysis argument. Under ad-
ditional regularity assumptions on the data, the weak solution enjoys additional
regularity as well and coincides with the notion of strong solution, see Theorem 2.3
below. Moreover, the variational form (2.2) is a natural set-up for strongly-coupled
algorithms while the one given in [13] is suitable for partitioned algorithms. Since
our numerical scheme is written in terms of the global velocity field, we shall utilize
definition (2.2).

Theorem 2.2. System (2.1) has a unique weak solution and there ezists a constant
C > 0 independent of the solution and the data such that

ll Lo g pyrzvpnm ) + 1wl oo vanwiee ) nmz -1 (@) (2.3)
< CUfllezvp + 18N 2a-1r2r,)) + loll2ga + lluolle, + llvolla, + llwolle.)-
Moreover, the components of the weak solution satisfy

(u,w) € C(H;) x [C(V) N CY(HL)]. (2.4)
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Proof. For the proof of the existence and uniqueness of a weak solution (u,w) €
[L®(Hy) N LA(Vy)] x [L=(Vs) N WE=(H)| by the Faedo-Galerkin method and the
a priori estimate (2.3) without the norms in H*(V;) and H?(H~'(9,)), we refer the
reader to [43, Section 1.9]. By choosing ¢ € Vf and extending it by zero outside
Qy, we can see from (2.2) that v € H' (V). Similarly, by taking ¢ € HZ(€,) and
extending it by zero outside €, we have w € H*(H '(Q,)). In particular, the

following estimates hold
[utll 2oy < Clllull 2oy + 1F 1l 2vp)

||wtt||L2(H*1(Qs)) < C(H“’HL?(VS) + ||U||L2(Hs))-

Finally, the continuity of weak solutions with respect to time can be shown by
following the methods in [45, Chapter 3]. O

The existence and uniqueness of the pressure can be established under additional
assumptions on the data.

Theorem 2.3. Suppose that ug € Vi, wo, vg € Vs satisfy Aug € L*(Qf), Awy € Hy,
ug = vy on Iy and d,we = d,ug — pov on L'y for some py € H(Qy). If f € Hl(VJﬁ),
o € H'Y(H,) and 3 € H'(H™Y2(T,)), then the weak solution of (2.1) satisfies
we WHe(Hp) N H V), w e Wh(Vo) nW>*(H,),
and there exists a unique p € L*(M) such that
(uta Sp)ﬂf + (VU’7 VSO)Qf - (p7 d’l’UQO)Qf + (wtta SO)QS + (U}, 80)1,523
= (f,0) +{B,9) + (0,9)0,,
for every ¢ € W and for a.e. t € I. Moreover, there exists C' > 0 independent of
the solution and the data such that
[ullwroo(mpynm vy + [lwllwres voynwzes ) + IPllz2an)
< O vy + 1B -2y + Nolla ) + lluollne, + [[Aulla,)
+ Clllvollue, + [[Awolle, + lwollua. + llpoll1e,)-
Proof. The proof of this result can be seen in [23] using an inf-sup condition
(see Theorem 2.14 below) with the additional assumptions that uy € H?(€),
wo € H*(Q), f € H'(Hy) and 8 = 0. However, the arguments can be adjusted so

that the results are still valid under the requirements for ug, wy, f and § stated in
the theorem. 0

In the framework of the previous theorem, it can be shown that the boundary
condition d,w = d,u — pv + B on T is satisfied in L2(H~'/?(T,)). We refer the
reader to [14] for a proof of this remark.

Theorem 2.4. Assume that uy € V; N H*(Qy), wo € H*(Q) and vy € V; satisfy
the compatibility conditions ug = vy on I'y and 0,wq = d,ug — pov on I'y for some
po € H'(Q). Let f € H'(V)) N L*(L*(y)), 0 € HY(Q,) and § € H'(H'/*(T,)) N
L*(HY2(L,)). If Qy is a sufficiently smooth domain then the weak solution of (2.1)

satisfies
u€ L*(H*(Qy)), we L*(H* (), peL*(H(Q)), (2.5)
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and there exists C' > 0 independent of the solution and the data such that

[l 22y + w220y + pll2n @)
< C(Ifllmvpnraz@p) + 18l m @2 mapnzzanee.y + lollme,)
+ Clluollz.e; + llvollie, + llwoll20, + [Ipoll1e,)- (2.6)
Proof. A proof of this theorem in the case f =0, 0 = 0 and § = 0 can be found in
[14], which can be adapted to the non-homogeneous case with the above regularity

assumptions. For completeness, we give the proof. First, let us prove regularity
away from the interface. For this purpose, we define Qg = {x € Q; : dist(z,I's) > 6}

for j = f or s, whenever § > 0 is sufficiently small. Let x; € CgO(Qf/2 UT'y) be a

cut-off function such that xy; =1 on Qfe U I'y. Multiplying the fluid equation by x;
leads to

diva = Vg - u, in Qy,
u =0, on Xy U X,

where 4 = ysu and f= Xr(f —u) — [A, xrlu+ [V, xslp. The commutators [A, x¢]
and [V, x| are of orders 1 and 0 respectively, and hence from Theorem 2.3 we have
f € L*(L*(Q)). For the above Stokes problem, we have the compatibility condition

fo-udx—/ xru-vdr = 0.
Q I';Ur,

It follows from the regularity theory for the Stokes equation in [32, 57| that @ €
L*(H?(€y)) and thus u € L*(H?*(Q})) for every sufficiently small § > 0 and

[ullaqrasy < Cllulla a2y + IPlzon + 1 fll2z@p). (27)

In a similar way, we multiply the wave equation by a cut-off function ys € C§°(£25)
such that x, = 1 in Q2 to obtain

_AD+ 10 = G, in Q.
w = 0, on X,
where @ = ysw and 6 = (0 —wy — pw(-—7)) —[A, xsJw. With a similar argument
as above, it holds that ¢ € L*(L?*(€))). From the regularity of elliptic equations in

[45] we have w € L*(H?(€,)), and so w € L*(H*(Q?)) for every sufficiently small
0 >0 and

[wll2ar202)) < CUlwllm2mpnr2ove) + 20l 2 + llollz2@z@.)- (2.8)

The right hand sides of (2.7) and (2.8) are finite in the light of Theorem 2.3.

It remains to prove regularity on a neighborhood of the interface I'y. As an
intermediate step, let us consider the case where the FSI domain is Q* = [—1,1]%.
More precisely, let

Qj" = (_171) X (07 ]-)7 Q:

Suppose that u € H'(L*(Q})), w € W (L*(Q5)) W= (H (X)), p € L*(L*(Q})),
fe LA(L*()), g € LA(H'(Q})), 0 € L*(H'(2;)) and 3 € L*(H'*(I';)) satisfy the

— (—1,1) x (=1,0), T*=(-1,1) x {o}.

s
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following equations in the sense of distributions

( uy — Au+ Vp = f, in I x
divu = g, in I x €,
u =0, on I x (0 \ T),
u = wy, on [ x I,
: . (2.9)

wy — Aw +w = o, in I x 2,

Oyw — Oyu + pey, = B, on I x I,
u(0) = uy, in Q%
[ w(0) = wy, w(0) = vy, in QF,

where e, = (0,1)7.

For n > 0, let g, be a standard mollifier with respect to the first spatial variable

x and let w7 = u * g,, p" = p* o, and w" = w * g,, where * denotes convolution.

Analogous definitions for f7, g"7, 5" and ¢" will be utilized. Extending the functions

outside 2* by zero, mollifying the differential equations in (2.9) and then applying

0., we obtain the following estimate by multiplying the fluid equation by 0,u"” and
the structure equation by d,wy

1d .

S (1. (1)

< (@)l
+ C|(90(t), O (t)) o

S

o+ 110:w] () 16; + 110w () [ 0z) + [V (Oau™) (2)]
f: + 1(0:p" (1), 029" (1))as | + (08" (1), Dt (1) )r3])

1
+ §||8§u’7(t)| s (2.10)

2
Qf

Here, n > 0 is small enough so that the support of the involved functions do not
exceed the square 2*.
According to the trace theorem and Poincaré inequality

(02 87(t), Ot (t))rs| < |02 ()| 172,05 | O™ () [ 12,1
< CB" O jars + €Hazun(t)”i9; (2.11)

for each € > 0. Also, for each € > 0 it holds that
(@u"(8), 029" ()| < 0,01, + C gD (212)

Integrating (2.10) over the time interval I, applying Gronwall’s lemma and using
(2.11) and (2.12), we infer that

”aﬂcunH%m(L?(Q;)) + ||a$w?||%°°(L2(Q§)) + HawanH%OO(Hl(Q;))
+ ||V8:cun||2L2(L2(Q;)) < C(|lf |%2(L2(Q;)) + ||g||%2(H1(Q;§))
+ Hﬁ“%%m/%r;)) + ”UH%Q(Hl(Q;)) +¢p) + QSHa:cpn”%Z(LZ(Q;))a (2.13)

where ¢ = ||u0||§79} + [[vollF gx + lJwoll o - Here, we used the fact that convolution

is uniformly bounded for sufficiently small » > 0. From the equation V(0,p") =
Ouf" + A(Ozu") = Oyu, we have V(9,p") € L*(H'(Q2})) and

IVOep") 21105 < ClllwellL2L2(05)) + IV (Oet") | 22209)) + 1 fl| 222029 12.14)
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It follows from [51, Chapter 3, Lemma 7.1] and (2.14) that
10:p"]| L2 (12(05)) < CUI02p || 211 (25)) + IV (0ap") | L2(1-1(25)))
< Clllpll2wa@n) + llullm 2@ + IV (0eu”)|| 2(22(0s)) + HfHLZ(LQ(Q;)))- (2.15)

Combining (2.13) and (2.15), and then choosing ¢ small enough, we deduce after
neglecting some nonnegative terms on the left hand side that

||6 unHLQ(Hl(Q* + Ha w"||L2 HI(Q) T+ ||a$p HL? L2(23)) (2.16)
< CIf 2z + Ngllzen@s) + 1181 L2y
+ luell a2y + lloll 2y + 0)-

Thus (9,u"),, (Qw"), and (0,p"), are bounded in L*(H'(S})), L*(H'(Q;)) and
L2(L2(Q;)), respectively, and hence up to a subsequence each converge weakly to
some element in the corresponding spaces as 7 — 0. However, we know that 0,u" —
dpu in L*(L*(Q})), ,w" — Opw in L*(L*(SY)) and 0,p" — O,p in L*(H~1(Q})).
From the uniqueness of weak limits, it follows that d,u € L*(H'(Q})), d,w €
L*(H(S2;)) and 9,p € L*(L*(Q})). Passing to the limit inferior in (2.16) and using
the weak lower semicontinuity of the norm we have

100l L2211 23)) + [10swl| L2 ) + 0Pl 222 (2p)) < Cllf |22y (2.17)
+ Clllgllez@sy + 1Bl 2z ey + luell 22y + lollzares) + 6)-

The stated regularities of u and p with respect to space can now be obtained from
the fluid equation. Indeed, if u = (uy, us)? then we have 6§u1 = Uy —0?u1+0,p—f1 €
LA(L*(SY)), Oquy = Oyg — O7,un € L*(L*(Q})), therefore u € L*(H*(Q})), and
consequently p € L*(H'(Q})). Using the same argument for w in the wave equation
vields w € L?(H?(Q2)). Together with (2.17), these also imply that

10yull L2 (o3 + 10ywll 2o + 10ypll 220
< CIf lrzz@sy) + 19l 2 @) + 11BNl L2z )
+ lluell 22 + lwall 22y + ol + ). (218)

With respect to the original domain, one considers a partition of unity in a
neighborhood of the interface I'y and performs a transformation of variables from
each patch to the square domain ©%. Then using the same technique as for
the Stokes equation in C?-domains, see for instance [56, pp. 119-123|, one can
obtain H?%-spatial regularity both for u and w on each patch. This in turn implies
H?-regularity of u and w in a neighborhood of I'y, and upon combining this to
the earlier interior regularity, we obtain the desired regularity result. Finally,
estimate (2.6) can be established by taking the sum of the estimates (2.17)—(2.18)
obtained on each of the patches, and the estimates (2.7)—(2.8) obtained from
interior regularity. 0

Remark 2.5. In the proof of the above theorem, we refer to [14]| for a similar
flattening of the boundary. In the latter paper, the authors used the Melrose-
Sjostrand coordinates [50] for the transformation. This micro-local strategy requires
that the domain () is sufficiently smooth.
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We now consider the state equation (1.2) including the delay term.

Definition 2.6. Let uy € Hy, vo € Hy, wo € Vi, 20 € L*(Q,), f € L*(V}),
o € L*(H,) and 8 € L*(H™Y2(T,)). A pair

(u,w) € [L¥(Hy) N L*(Vy) N HY(V))] x [L2(Ve) N W (H) 0 HA(H ()]

is called a weak solution of

( uy — Au+ Vp = f, in Qf,
divu = 0, in Qy,
u =0, on Xy,
U = wy, on Mg,
wy — Aw +w + pw(- — 1) = o, in Qs, (2.19)
ow — Oyu+prv =3, on Y,
u(0) = wo, in Qy,
w(0) = wp, we(0) = vy, in s,
L Wy = zo, in Qr,

if the initial conditions in (2.19) hold, ulr, = wy|r, in L*(HY*(Ty)) and for almost
every t € I we have

(ue; 0) + (Vu, Vo), + (wu, ) + (w,9)10, + (pwi(- = 7), 9)a,
= <f7 ¢> + <ﬂ790> + (07 %O)Qs
for every ¢ € V in the sense of distributions.

According to the definition we have w; € L?(—7,T; H,).

Theorem 2.7. System (2.19) has a unique weak solution and there ezists a constant
C > 0 independent of the solution and the data such that

||U||Loo(Hf)mLZ(vf)mHl(VJ:) + ||w||L°°(Vs)ﬂW1*°o(Hs)ﬂHQ(H*(Qs)) (2.20)
< CUf 2y + 1B o2,y + llollz2ea,)
+ lluolle, + [[vol
Furthermore, (2.4) is satisfied.

o, + lwollra, + [[20lle.)-

Proof. Apply Theorem 2.2 successively on the intervals [0, 7], [r,2r] and so on.
U]

Theorem 2.8. (i) Under the assumptions of Theorem 2.3, and if zo € H}(Hy)
with z0(0) = vy, then the weak solution of (2.19) satisfies u € WH>(H) N H*(V}),
w € WHe(V,) N W2°(H,) and there exists a unique p € L*(M) such that
(uta SO)Qf + (vu’ Vgp)Qf - (p7 dZUSO)Qf + (wtta 90)9s
+ (W, 9o, + (pwi(=-7), 9)a, = (f,9) + {B,9) + (0, 9)a,,
for each p € W and for a.e. t € I. Moreover, there exists C' > 0 independent of the
solution and the data such that

[wllwroo (e (vpy + lwllwiee (voynwzee ) + [Pl 22
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< CIf lmwparzz@p) + 1Bl -2y + lollm i) + lluollne, + [[Aullq,)
+ Clllvollr.0. + [[Awolla, + [lwoll10, + 120l mp 1) + IPolle;)-
(i) In the framework of Theorem 2.4, and if zo € HY(Q,) and 2(0) = vy, then
the weak solution of (2.19) satisfies (2.5) and there exists C' > 0 such that
lull 22,y + lwllzro.) + 1Pl @)
< CIf i wparzz@p) + 1Bl m -2 @apnzzanee,))
+ Clllollmr @ + lluollze, + llvolla, + lwollzo. + [[20ll1.0. + lIPolla;)-

Proof. The regularity and compatibility assumptions on z; and vy imply that
wi(- —r) € HY(H,) and w(- — r) € H(Q,) in (i) and (ii), respectively. With this
information, (i) and (ii) now follow from Theorems 2.3 and 2.4, respectively, with
o replaced by o — pw(- —r). O

In considering the cost functional G with ~,3 > 0, we shall need the concept of
very weak solution to (2.19) with 8 = 0 to characterize the necessary optimality
conditions, or more precisely, its corresponding dual version. Here, we present the
definition for the primal problem using the method of transposition. The definition
below is obtained by multiplying the strong equations by appropriate test functions,
integrating over the space-time domain, and passing all time and space derivatives
to the test functions.

Definition 2.9. Let ug € Hy, vo € Hs, wo € Vi, 29 € LY(H,), f € L*(V}),
o1 € L'(Hy) and o9 € WHY(V!). A pair

(u,w) € L*(Hy) x H'(H,)
is called a very weak solution of (2.19) with o = o1 + 09 and B = 0, if for every

(g,k) € L*(H;) x L*(Hy) it holds that w(0) = wy and

/ (u’g)ﬂf + (wt7 KJ)QS dt = /<fv 90> - (017%)95 + <U2t>w> de

I I
+ (02(0),9(0)) + (uo, ©(0)), + (vo, ¥4(0))e, — (wo, ¥(0))1,0,
0
+ u/ (20(6), (0 + 1)), dO, (2.21)
where (@, 1) is the weak solution of
( —pr —Ap+ Vr =g, in Qf,
divp =0, in Qf,
p =0, on Xy,
¢ = =, on X,
U — A+ — (- +1) = K, in Qs, (2.22)
0,0 — 0y, + v =0, on Y,
o(T) =0, in Qy,
W(T) =0, (T)=0, in Q,
L Yy =0, in (T,T 4+ r) x Q.
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Note that after time reversal, (2.22) can be written in the form of (2.19), which
justifies the notion of weak solution for (2.22).

Theorem 2.10. System (2.19) with 0 = 01 + 09 and B = 0 admits a unique very
weak solution and there is a constant C' > 0 independent of the solution and the
data such that

lullz2gmyy + lwllm ) < CUf 2 + ol + llozllww
+ [Juolle; + [lvolle, + lwollro, + [[20llLacayy)- (2.23)

Proof. Reversing the time ¢ — T — ¢ in (2.22), Theorem 2.2 implies that given
(9,k) € L*(Hy) x L*(Hy), the system (2.22) has a unique weak solution (¢, ) €
([C(Hy) N L*(Vy)] x [C(V5) N CY(Hy)] and for some constant C' > 0 it holds that

lellcpnrzovy + 1Vllepnermy < CUlglleeay,) + 16l 2 m.))-

This implies that the mapping of (g, k) to the right hand side of (2.21) defines a linear
functional on L*(H;) x L*(Hy). Therefore, according to the Riesz representation
theorem, there exists a unique pair (u,v) € L*(H;) x L*(H;) that satisfies (2.21)
with w; replaced by v. Also, if we denote by C the constant on the right hand side
of (2.23) then

ull2m,) + [0l L2, < C. (2.24)

If we define w(t) = wy + fgv(s) ds, then it follows that the pair (u,w) is a very
weak solution of (2.19) with § = 0. Thus, (2.23) follows from (2.24). Uniqueness
can be shown in a standard manner. O

2.2. WELL-POSEDNESS OF THE REGULARIZED STATE EQUATIONS. In this
subsection, we study the well-posedness of the parabolic regularization (1.4) of the
state equations. Due to the presence of strong damping on the wave equation, less
stringent regularity assumptions are needed on the source terms to obtain smooth
solutions. We start with the definition of weak solutions.

Definition 2.11. Suppose that ug € Hy, vy € Hs, wy € Vi, 20 € L*(Q,), [ €
LA(V)), 0 € L*(V]) and § € L*(HY*(Ty)). A pair (uf,w®) € [L®(Hs) N L*(Vf) N
HY (V)] x [L=(Vy) n W (H,) N H?*(HY(S))] such that ufxq, + wixa, € L*(V)N
HY (V') is called a weak solution of

( u; — Au® 4+ Vp© = f, in Qr,
divu® = 0, in Q,
u® =0, on Xy,
ut = wy, on Y,
wi, — Aw® — eAw; +w® + pwi (- —r) = o, in Qs, (2.25)
oyw® + ed,w; — O u° + p°v = p, on X,
u®(0) = uy, in Qy,
w®(0) = wp, w;(0) = vy, in g,
L wi = 2y, in Q,,
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if the initial conditions in (2.25) are satisfied and for almost every t € I it holds
that
(ug, 0) + (Vus, Voo, + (wi, ) + e(Vwy, Ve)a, + (W', ©)1e,
for every ¢ € V in the sense of distributions.
We point out that the criterion u*xq, + wixq, € L*(V) implies w® € H'(V;),
and in particular, the continuity of the velocities u* = wj on the interface I'; in the
sense of L?(H'*(T',)). Moreover, u € C(V{) and w € C*(H '(€2,)), and hence the

pointwise values of u, w and w; at t = 0 are well-defined. Well-posedness of (2.25)
with f =0, 0 = 0, f = 0 and without delay via semigroup theory is discussed in

[59].

Theorem 2.12. The system (2.25) admits a unique weak solution. Moreover, u° €
C(Hy), w® € C(V;) N CY(Hy), and there exists C. > 0 with Ce — oo as e — 0 such
that

(| oo (rpynz2vy) + 10 [wroo (rnzee vy + €l VW || L2, (2.27)
< Cellflzavp + 1Bl 212y + ol 2
+ [luolle; + [[volla, + [[wol

1793 + ||ZO||Q7‘)

Proof. The theorem can be shown using a standard Faedo-Galerkin method (see
[43] and [23] for instance) and for this reason we only derive a priori estimates. Also,
by using a similar strategy as in the previous subsection, we only discuss the case
where there is no delay. Multiplying the differential equations for «* and w® by
u® and wy, respectively, integrating over space, taking the sum and then using the
boundary conditions we have

d 5 2 €
= Ulw* @)l + [lwi )]

< CUFOIY; + 1B E-1/2(r,y +& (1)

Absorbing the terms involving Vu® and Vw§ on the right hand side of (2.28) to
the left, and then applying Gronwall’s lemma to the resulting estimate, we obtain
(2.27) without the initial history zy. O

o, T lw Ol a,) + Ve @), + el Vui (1115, (2.28)

1 13 € g
)+ S IVwE @I, + Slwi ),

Remark 2.13. If 0 € L*(H,) then a modification of (2.28) yields that the constant
on the right hand side of (2.27) can be taken to be independent of .

We now prove the existence of a pressure term similar to Theorem 2.8. We point
out that there is no need for compatibility conditions on the initial data due to the
regularizing effect of the strong damping term in the wave equation.

Theorem 2.14. Assume that ug € Vi, vi,wg € Vi, 29 € L*(Q,), [ € L*(Qy),
o € L*(Q,) and B € H'(H Y*(T,)). Then the unique weak solution of (2.25)
satisfies in addition u¢ € H'(H;) N L>(V}) and w® € H*(Hg) N W (V;). There is
a unique p° € L*(M) such that

(ug, p)a; + (Vu,Vo)a, — (p°, divp)a, + (wi, ©)a, +(Vwy, V),
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+ (w®, @)1, + (pwi (= -7),)a, = (f,0)a, +(B,0) + (0, 0)a,,  (2.29)

for each ¢ € W and for a.e. t € I. Moreover, for some C. > 0 we have

s (| 1 (e pynnee vy + 1w |2 aonwree vy + 1052y < Cell fllzeqy)
+ C-(1B8N g (r-12aryy) + o llz2@0) + lwollia, + llvollia. + llwollio. + ll20llq,)-

Proof. From the remarks in the proof of the preceding theorem, it is enough to
consider the case p = 0. Testing the fluid and structural equations with u; and wy,
respectively provides the energy identity

2
Qs

%(HVUE(t)H%f + (w(t), wi ()0, + el Vur(B)lla,) + [luf (D11, + [lwg, ()]
— i@, = (F(t), ui (t))a, + (B(t), uf (1)) + (o (t), i, (t))e..

Using Cauchy-Schwarz inequality to the right hand side of this estimate, multiplying
the resulting inequality by 7 and then taking the sum with (2.28) we have

d

S @I, + lwf @I, + I Ol ) (2.30)
d

(VIR + @ (), ui O, + el Vi)

+ il + Di I3, + IV O, + 5 — 2V 013,

< ConIF @R, + o), + 1O, + wFIR,) + (30, wi (1)

Integrating by parts with respect to ¢ and using the Poincaré inequality we obtain

t t
[ 80616 ds = (B0 0) = (30 u0) = [ (59,07 (5) ds
t
< Cyllula, + 180 gr-vr) + VOl +0 [ 190, ds. (231
We integrate (2.30) over [0,%], use Young’s inequality, Gronwall’s lemma, invoke

(2.31), take the supremum over all ¢t € I and neglect some nonnegative terms on the
left hand side to obtain

n
MV i) + (1= 25 ) IV e
€ n n
+ §||wa||L°°(H5) + §||Uf||L2(Hf) + §||wt6t||L2(Hs)
< Cn,a(||f||L2(Hf) + ”BHHl(H—l/Q(FS)) + ||U||L2(Hs)

+ [Juollie, + llwoll1e. + llvollie.)

for n > 0 small enough. From this, we infer that ui € L*(H;), u¢ € L>(V}),
wg, € L*(H,) and wi € L>=(V}).
For the existence of the pressure, we use the following inf-sup condition as in [24]

inf sup _Ye.a) >c >0, (2.32)

a€M\{0} el (Q)\{0} el |q||Qf B
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where b: H}(Q) x M — R is the bilinear form defined by
b(p,q) = —/ qdivpde. (2.33)
§

For each ¢ € I, consider the linear functional ¢; : H}(2) — R defined by

<€t’ 90> - (f> (IO)Qf + <Bv 90> + (07 @)Qs - (uiv @)Qf - (VU€’ VQD)Qf
— (Wi, p)a, — e(Vwy, Voo, — (0, ©)ra, — (pwi(= 1), )a,.
Define the linear operator B : H}(Q) — M’ by (B, q) = b(¢, q) whose kernel is V.
Since (u®, w?) is a weak solution of (2.25) satisfying ui € L*(Q) and w§, € L*(Qs),
¢; lies in the polar set {£ € H 1(Q) : ({,) = 0Vp € V} of V. From [28, Lemma
4.1], there exists a unique p*(t) € M such that B'p®(t) = ¢, where B’ is the dual of
B, that is, b(p, p°(t)) = (€, @) for every p € Hj(Q2) and t € I. Moreover

cllp*(®)lle, < IB[I1€ellz-1()-

Since t + ¢, € L*(H *(Q)) it follows that p° € L*(M). The estimate for the
pressure follows immediately. O

One may also prove regularity of solutions for the state equation (2.25). The
proof of the following theorem is similar to the proof of Theorem 2.4 and therefore
the details are omitted. This result will be our basis in deriving error estimates for
the numerical approximations in the succeeding sections.

Theorem 2.15. Assume that ug € Vy, wy € H*(Qy), vo € Vi, 20 € L*(Q,), [ €
L2(L*(y)), o € L*(H,), B € HY(HY(T,))NL2(HY2(T,)) and 2, is a C*-domain.
Then the weak solution of (2.25) satisfies

W e LAHAQ), w'e H\(HXQ), pF e LA(H'(Q),  (2.34)
and for some constant C. > 0 we have the a priori estimate

[u Nl 22y + Wl 2. + 107l 22 @)
< Co(f ez + 1B g -2 yynrzcarza,yy + ol ze.))
+ Ce(lluolle, + l[vollne, + llwoll2,e, + [[20llQ,)-
In addition, suppose further that uy € H*(Qy), vo € H*(Qy), 20 € H}(Hy), [ €
HY(L*(y)), o € H'(Hy) and the compatibility conditions ug = vg on Ty, d,wo +
ed,v9 = Oyug — pov on Iy for some py € H'(Qy), and 20(0) = vy hold. Then

uw € Whe(Hy) N HY V), w € W**®(Hy) and there exists a constant C. > 0 such
that

||U|!W11°°(Hf)mH1(vf) + Hw||W1»°°(Vq)mW2,°°(HS)
< Co(f M zeyy + 1Bl =12 aynrzanzw.y) + lollm @)
+ Clluollz.a; + llvollz.0. + lwoll2.0, + |20l a7 (a.))-

We end this section by showing the convergence of the regularized state equation
to the original one as the parameter ¢ tends to 0.
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Theorem 2.16. Let uy € Hy, vy € H,, wo € Vi, 20 € L*(Q,), f € L*(V}),
B € L*(H V() and o € L*(H,). The solution of the reqularized problem (2.25)
tends to the solution of problem (2.19) as € — 0 in the following sense

||UE — UHC(I,Hf)ﬁLQ(I,Vf) + ||UJ8 — w”Cl(LHs)ﬁC(LVs) — 0. (235)

Proof. We adapt the proof in [44, pp. 352-353| for hyperbolic equations. Let us
assume for the moment that the initial conditions and the source terms satisfy the
conditions of Theorem 2.8(i). Let £ = u®xq, + wixq, and { = uxq, +wixg,. From
the assumptions on the initial data, we have ¢ € L?(I,V). Let N be the positive
integer such that Nr < T < (N + 1)r, J, = [(n — 1)r,nr] for 0 < n < N and
Jni+1 = [Nr,T]. There exists C' > 0 such that for each t € I it holds that

o (), + of O, + o), + [ (1= IT0(s)1, ds
b e [IVEGIRds < [ LI, + 186 e + ot 15, s

t
+ [ SIVEGIE, + Cluits)
0

Applying Gronwall’s inequality, we see that v, w®, wf and /e£° are bounded in
L>(Hp)NL*(Vy), L>=(Vy), L=(H,) and L*(V), respectively. Thus, for a subsequence
and some @ € L>(Hy) N L*(V;) and w € L>=(V,) N W (H;) we have
ut =1 in L*(Vy),
w® — W in L*(V4),
U}t — TI}t ln L2(Hs),
e —0 in L*(V).
Passing to the limit € — 0 in the weak form of the regularized problem leads to
& — & in L*(V'), where £ = Gxq, + Wixq,. Therefore, we have £°(0) — £(0) in V"
and w(0) — w(0) in H,. Thus, 4(0) = ug, w:(0) = vy and w(0) = wy. Passing to
the limit in the weak formulation of (u®,w®) and using (2.36), we see that (u,w) is

a weak solution to (2.19), and by uniqueness we have (a,w) = (u, w).
Now let us prove strong convergence, and for this purpose we define

o, ds + [[uoll5,

o, T lwolli o, + ll20llg, -

(2.36)

N(t) = [[us(t) — u(®)lI5, + [lwi (t) — we@)I[5, + w (1) —w®)] g,
+ 2/ IVuf(s) = Vu(s)llg, + 2u(wi (s — ) = wils — ), wi(s) — wi(s))a, ds
+ 25/0 | Vw; (s)][5, ds. (2.37)

Subtracting the weak forms of (2.19) and (2.25) and using ¢ — £ as a test function,
we infer that

N.(t) = 25/0 (Vwi(s), Vw(s))a, ds
- 26/0 (VE(s), VE(s))ads — 25/0 (Vus(s), Vu(s))a, ds.  (2.38)
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For each t € Jy, we have wi(t — r) = w(t — r) since (2.1) and (2.19) have the
same initial history. In particular, the integral in (2.37) vanishes for every ¢t € Ji.
From (2.38) and the first and fourth lines of (2.36), it follows that

| Ne|lpee(ry = 0 as € = 0. (2.39)

Using (2.37) for t € J; and (2.39), we can see that (2.35) is satisfied with I
replaced by J;. Now using this information and estimating the delay term in
(2.37) for t € Jy by Young’s inequality, we obtain that (2.35) holds on the interval
Jo as well. Continuing this process on the intervals Js,...,Jyi1, we obtain
(2.35), however, under the additional regularity assumptions on the data. For
initial data and source terms that merely satisfy those in the statement of the the-
orem, one can proceed by a standard density argument and apply Remark 2.13. [

3. ANALYSIS OF THE OPTIMAL CONTROL PROBLEMS

In this section, we discuss the optimal control problems (1.1)-(1.2), its regularization
(1.1)-(1.4), and provide the necessary optimality conditions, which are also sufficient
due to the linear-quadratic structure of the problem. Consider the optimal control
problem

min J(u, w,q) = G(u,w) + quH% subject to (1.2), (3.1)
qeQ 2

where G is given by (1.3), vy, 75 > 0 fori = 1,2,3 and @ > 0. Further, uq € L*(Hy),
vg € L*(H,), and either wy € L*(V;) if 753 > 0, or wy € L*(H,) if v, = 0. For
the rest of this paper, @ will be a Hilbert space of control, By : Q@ — L*(Qy) and
B, : Q — L*(Q,) are bounded linear operators. The following theorem can be shown
using standard methods in linear-quadratic optimal control problems and thus the
details are omitted, see [44, 58|.

Theorem 3.1. Suppose that vy € Hy, vo € H,, wy € Vg and z € LQ(Q,,). Then
the optimal control problem (3.1) has a unique solution.

In what follows, we derive the necessary optimality conditions to (3.1). First, let
us consider the case where 7,3 = 0. Introduce the Hilbert space X, = L*(Hy) X
L*(Hy) x L*(H,) with the weighted norm

(s v, )z, = vellwl Lo,y + v1 012y + vs2llwl 22,

and define the control-to-state operator Sy : Q@ — X by Soq = (u(q), wi(q), w(q)),
where (u(q),w(q)) is the weak solution of (1.2) for a given control ¢ € . One
can easily see that S is affine and continuous. Define the reduced cost functional

Jo: @ — Rby
, 1 9 Q9
jola) = 211500 — zall, + Slali
where z4 = (ug, v4, wq). The derivative of jy at ¢ in the direction of d¢ € @ is given
by
Jo(@)0q = (Soq — za, S009) x, + (g, 0q)q- (3.2)
If ¢* is the solution to (3.1) then we must have jj(¢*)dqg = 0 for every dq € Q.
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Theorem 3.2. Suppose that vs3 = 0. The optimal solution ¢* to (3.1) is charac-
terized by the following necessary conditions:
(i) The optimal state (u*,w*) = (u(q*),w(q")) is the weak solution of (2.19)
with f = Byq* and 0 = Bsq*.
(ii) The adjoint state (©*,¥*) = (©(q*),(q")) is the weak solution of (2.22)
with g = y¢(u* —uq) and k = v (w; — vg) + ftT Ys2(w* — wq)(s)ds.
(iii) ¢* = =5 (Bje* — Biy).
Proof. The proof is based on a density argument. The idea is to approximate
the data and control so that the corresponding global velocity field is an admissible
test function. Take a sequence (z}), in L*(L*(Q)) such that f, = z}|o, € H'(V}),
on = 2|, € H'(H,) and 2z}, = Brq*xq, + Bsq*xq, in L*(L*(Q2)). Likewise, take a
sequence (Ugy, Won, Win, Zon)n Of data satisfying the conditions in Theorem 2.8(i) so
that (won, Won, Von, 2on) — (U0, Wo, Vo, 20) in Hy X Vi x Hg X L*(Q,). Let (uy,,w,) be
the weak solution of (2.19) with f = f,,, 0 = 0,, and initial data (ug,, Won, Win, Zon)-
From Theorem 2.8(i), u, € W'*°(Hy), w,, € W>(I, Hy), and the continuity of the
solution operator implies that

(U Wie) = (u*,wf) in L*(Hy) x L*(Hs). (3.3)

On the other hand, take sequences (ugy,), C H'(H;) and (vg,), C H'(H) so that

Udn — ug in L*(Hy) and vg, — vg in L?(Hy). If (p,, ¥y, is the weak solution of (2.22)

with right hand sides g = v¢(u, —ug,) and K = Pysl(wm—vdn)%-ftT Yso(w* —wyq)(s) ds,

then from Theorem 2.8 (i) once more, we also have @, € W (H,), 1, € W>(Hy),
and we obtain from (3.3) that

(@nstone) = (%, f) in L*(Hy) x L*(H,). (3.4)

Given ¢ € @, let (u, w) be the solution of (1.2). We also consider a sequence (zy)y,

in L*(L*(Q)) such that z,]o, € H'(V}), 2|, € H'(H,) and z, — Brqxa, + Bsqxa,

in L*(L*(€2)). Denote by (u", w") the solution of (2.19) with source terms f = 2, |q,,

g = zn|a, and with the same initial data as with (u,,w,). Set du,, = u, — u" and

dwp, = w, —w". Using dunXa, + dWnXg, € L*(V) as a test function in the weak
formulation of the approximated adjoint state (¢,,%,) in (2.22), we obtain

/'yf(un — Udn, OUn )0y + Vs1 (Wnt — Van, OWnt)a, dt
I

T
+// Yso(W* — wq, dwpy ), dsdt = /—(gom, Sun)o; + (Von, Vouy,)o, dt
IJt

I
+/ (Untts Swne) o, + (Yny 0Wni)1.0, — (e (- + 1), 0wne) o, dt. (3.5)
I
Integrating by parts with respect to time and using v, (T") = dw,(0) = 0, we have

/ (wn, (Swnt)LQS dt = —/ (¢nta 5’[1)”)17(]5 dt (36)
I I

In a similar fashion, we obtain

T
// (W* — wg, 0OWpt)q, dsdt = /(w* — Wq, dwy, ), dt. (3.7)
1t I
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On the other hand, since ¥,,;(#) = 0 for 0 € (T, T+r) and dw,:(0) = 0 for 6 € (—r,0)

/I (Unt (- + 1), dwne ), dt = /1 (Ui, Sy (- — 1)), dt. (3.8)

Substituting (3.6)—(3.8) in (3.5), integrating by parts with respect to time and
using the fact that (¢,,1,) and (du,, dw,) vanish at ¢ = T and ¢ = 0, respectively,
yields

/w(un — Udn, OUn) 0y + Vs1 (Wnt — Van, OWne) o, + Ys2(W" — wa, 0wy ), dt
I

= / (QOTH 5U7Lt)ﬂf + (V(pn) V5un)ﬂf - (@Z)nta 5wntt>Qs dt
I

- / (Wnt, 50 ) 1.0, — (Wt 160 (- — 1)),
I
= / (Qom Z:L - Zn)Qf - (wnta Z:L - Zn)Qs dt.
I

Passing to the limit n — oo and using (3.3) and (3.4), we have

/fyf(u* — Ug, U — u)a; + Yer (W] — va, Wi — wi)a, + Vs2(W" — wg, w* —w)g, dt
I

= /1 (¢", Bs(¢" — a))a, — (¥, Bs(q* — q))o, dt.

However, the left hand side is equal to (Sq¢* — 24, S(¢* — ¢))x, and thus
(Bjo* — By +aq”, ¢ — q)qg = 0 for every ¢ € Q, which implies (iii). O
Next, we consider the case where v,3 > 0. In this case, we define the space

X = L*(Hy) x L*(H;) x L*(V;) endowed with the weighted norm

(s v, )5 = llullg, +vallvllg, + vsllwlG, + sl Vg,

and the control-to-state operator S : @ — X by Sq = (u, w;, w), where (u,w) is the
weak solution of (1.2) and z4 = (ug, v4, wg). Introduce the reduced cost functional
j:Q — R by

. 1 a

i(9) = 115 = zallx + S llallg:
The directional derivative of the reduced cost is given by

7'(¢)0q = (Sq — za, S0q) x + a(q,09)q, dg € Q. (3.9)

Define the bounded linear operator A : V, — V/ as follows

<ASO7¢> = _(VQO, v¢)st VQO, ¢ € ‘/3
Theorem 3.3. Let v,3 > 0 and q* be the unique minimizer of the problem (3.1).

Then q* is characterized by the following necessary conditions:

(i) The optimal state (u*,w*) = (u(q*),w(q*)) is the weak solution of (2.19)
with f = Byq* and 0 = Bsq*.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 23 /61

(i1) The adjoint state (p*,¥*) = (v(q*), ¥ (q*)) is the very weak solution of (2.22)
with g = vr(u* — ugq) and

k= vs1(w; —vg) + /t Yso(W*(s) — wq(s))ds — /t "}/SgA(U}*(S) — wq(s))ds.

(iii) q* = —5(Bje" — Biy).
Proof. Observe that ¢ € L?*(H;) and we can decompose K = K1 + Ky where
k1 = Ys1(wf —vg) € L*(Hs) and kg = ft Vsa(w —wy(s))ds — LT YssA(w*(s) —

wq(s))ds € HY(V!). Let (©*,9*) be as descrlbed in the statement of the theorem.
Due to the homogeneous terminal data, dual history of the adjoint equations, and
the fact that ko(T) = 0 and Ky = — yeo(w] — wa) + Vs3A(W* — wy), we have for
every (f,o) € L*(Hy) x L*(Hy)

/ (90*>f)9f - (w:,U)QS dt = /’Yf(u* —ud,u)gf dt
I

I

+ /%1( — Vg, We)a, + Ys2(W* — wa, w)a, + Ys3(Vw™ — Vwg, Vw)g, dt,

where (u,w) is the solution of (2.19) with 8 = 0 and homogeneous initial data and
history. Given ¢ € @, we choose f = B¢(q¢* — ¢) and 0 = Bs(q¢* — q) to obtain that

/I (0" By(q" — ))a, — (W52 Buld" — 0))a, dt = / (S¢" — 20, 8(¢" — q))x dt.

Comparing this with (3.9) and using the condition j'(¢*)(¢* — ¢) = 0 for every
q € Q, we see that B}p* — B{yf + ag* = 0 and hence (iii). O

With additional regularity on the data and on the desired states, one may use the

weak formulation of the adjoint equation instead of the very weak one.

Theorem 3.4. Suppose that (ug,vo, wo, 20) satisfies the conditions of Theorem
2.8(it), ug € H'(V§) N L*(Hy), va € H'(H,) and wy € L*(H*(Q)). If the
unique minimizer q* of (3.1) satisfies Byq* € H'(V]) and Byq* € H'(Qs), then
¢ = —I(Bjo* — Biy), where (o*,¢%) is the weak solution of (2.22) with
9= (U = ua),

b = ey (0] — 0g) + / (w0 (5) — wals)) — Yes A (w0 (5) — wa(s)) ds,

and the boundary conditions

T
Oy — Oy + v = / V530, (W*(s) — wq(s)) ds, (3.10)

where (u*, w*) is the corresponding optimal state.

Proof. Let 8 denote the right hand side of (3.10). The above assumptions imply
that u* € H'(V}) and w* € L*(H*(Q,)) N H?*(H,). As a consequence, we have
g € H'(V})) N L*(L*(y)), x € H'(H,) and § € H'(HY*(Ty)). Let (¢*,¢*) be
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described as above. The equation ¢* = —é( to* — Biiy) can be derived using a
similar argument as in the proof of Theorem 3.2 and using the equation

/ (K, dwy)q, + (B, dwy)r, dt = /’ysl(wf — Vg, 0wy )q, dt
I I

+ /’752(11}* — Wy, 510)98 + 753(Vw* — de, V5w)gs dt.
I

We would like to point out that since the states are smooth, one may proceed
directly without the use of an approximation argument. U

Now we consider the regularized optimal control problem

min J(u®, w®, ¢°) = G(u®, w®) + quEHé subject to (1.4), (3.11)
9€Q 2

where G is given by (1.3) and 7,75 > 0 for i =1,2,3 and a > 0. Let S, : Q — X
be the control-to-state operator S.(¢°) = (u°(q%), w;(¢°), w*(¢°)) where (u®,w*®) is
the solution of (1.4). Define the reduced cost functional j. : () — R by

N 1 1 1) o 1>

") = 315 — zalle + SNl

where z4 = (ug, vg, wq). Again, existence follows from standard techniques for linear-
quadratic optimal control problems.

Theorem 3.5. Assume that ug € Hy, wo € V, vg € Hy, 20 € L*(Q,), uqg € L*(Hy),
vg € L*(H,) and either wg € L*(Hy) if vs3 = 0 or wg € L*(V,) if 3 > 0. Then

(3.11) has a unique minimizer.

We now prove the convergence of the optimal controls and optimal states for (3.1)
and (3.11).

Theorem 3.6. If ¢* and q* are the solutions to (3.1) and (3.11), respectively, then
|l —q*lo = 0 ase—0, (3.12)
Je(qZ) — j(q7) as e = 0. (3.13)

Furthermore, if (u*, w*) and (uf,w?) are the corresponding optimal states then
Juz — v |lz2evyy + |wl — 0| 2vynmrmy — 0 as e — 0. (3.14)

Proof. We adapt the proof in [44, pp. 354-355|. First, by optimality of ¢*, we have
Je(q¥) < je(q*). Taking the limit superior and using Theorem 2.16 we have

lim sup j.(¢Z) < limsup j.(¢*) = j(q").
e—0

e—0

Since qu”é < % Je(q*), the sequence (¢?). is bounded in @, so that for a subsequence
we have ¢ — ¢ in ) for some ¢ € (). Applying a similar proof as in that of Theorem
2.16 yields the weak convergence

(uf, wl) = (@,@) = (u(q), w(q)) in L*(Vy) x [L*(V,) 0 H'(H,)]. (3.15)
By weak lower semicontinuity of the norm, we have

J(q*) < j(g) < liminf j.(g7).
e—0

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 25 /61

Thus, we have j.(¢f) — j(¢*), and as a consequence it holds that ¢* = ¢ by unique-
ness of the solution to (3.1). This proves (3.13).

To prove (3.12), let (u®,w®) and (u,w) be the weak solutions to (1.2) and (1.4)
with ¢° = 0 and ¢ = 0, respectively. Define z* = (u*,w},w*), 2 = (u}, wk, w}),
Z. = (uf,w§,w®) and z = (u,wy, w). Then z. — Zz in X as ¢ — 0 from Theorem
2.16. Passing to the limit ¢ — 0 and using (3.13) and (3.15), we obtain

1 * = Q * . * * = .
5”% — Z|I% + 5“%”% = Je(q2) — (22 — 24, Ze — za)x + Je(0)

<k * = - 1 * = «Q *
= J(q") = (2" — 24,2 — za)x +J(0):§||Z —Z||§(+§||q ||22-

The latter is a norm equivalent to the norm in @ since the solution operators .S,
and S are affine and continuous, and 27, z., z* and z have the same initial data and
history. Together with the weak convergence of ¢ to ¢* in @, this proves (3.12).
Finally, (3.14) is a consequence of (3.12) and of arguments similar to those in the
proof of Theorem 2.16. O

The necessary optimality conditions corresponding to (3.11) can be established
as in the previous discussions. For completeness, we present them below.

Theorem 3.7. Suppose that ug € Vi, wy € Vi, vo € Vi, 20 € L*(Q,), uqg € L*(Hy),

vg € L2(H,) and either wy € L*(Hy) if vs3 = 0 or wg € L*(V}) if vs3 > 0. Then the

unique minimizer ¢& of (3.11) is characterized by the following optimality conditions:
(i) The optimal state (u’,w}) = (u(q}), w(q¥)) is the weak solution of (2.25).
(ii) The adjoint state (X, V) = (p°(ql),v°(q})) is the weak solution of

( —p; — A + V7° = g, in Qr,
dive® = 0, in Qy,
©F =0, on Xy,
©° = —;, on Y,
U — AY° + eAY;p + 97 — (- + 1) = ke, in Qs,
O — €0,y — 0,¢° + v = 0, on Xy,
§05<T) = 07 in va
YE(T) =0, W (T) =0, in Q.
| Y5 =0, in (T,T + 1) x Qs

(3.16)
where g. = 7g(uz — ua) and ke = o (05 — v0) + [T (w3 (5) — wals)) —
B! — wg)(s) ds,

(iii) ¢& = — 5 (Bjp: — BiZ,).

We close this section by proving regularity of the optimal controls to (3.11) under
the choice of the control space @ = L*(I x Q). For regularity results pertaining
to problem (3.1) without delay, with Q@ = L*(I) or Q = L*(Q), 71 = 7s3 = 0 and
under particular control operators By and Bj, we refer to [26].

Corollary 3.8. Suppose that the initial data and desired states satisfy the condition
of Theorem 5.7, and in addition, it holds that wy € H*(Q) and wg € L*(H?*(£2)).
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Let Q = L*(L*(Q)), Byq = qxq, and Byq = qxq, for each q € Q. Then the optimal
solution q¢ to (3.11) satisfies ¢ € L*(V) N HY(L*(Q)), ¢tlixe, € L*(H*(Qy)) and
Gtlixa, € L*(H*(Q)).

Proof. Let g. be the function given in Theorem 3.7. According to the choice of the
control space and control operators, B}y and By are the extensions of ¢ € L*(Qy)
and ¢ € L*(Qs) by zero outside Q; and g, respectively. Using Green’s identity to
the variational form of the fifth equation of (3.16), the structural component for the
adjoint problem can be rewritten as follows

{ VY — AT+ eAY; +9° — i (- + 1) =K., in Qs

DN — e — D" + 70 = B, on B, (3:17)

where

Be = [ 753&/(71}8(5) — U)d(S)) ds,

Re = Ys1(Wer — vq) +/t Yso(WE(s) — wq(s)) — ys3A(w: — wgq)(s) ds.

Note that g. € L*(L*(y)), ke € L*(H,), and from Theorem 2.15, we have
B. € HYHY*(T,)). As a consequence, ¢! € HY(L*(y)) N L*(H?(Qy)) and
* € HY(H?(Qy)), by the dual version of the first part of Theorem 2.15. The result
now follows from the identity ¢ = —é(gpixg ; — ViXa.)- O

The above corollary can be adjusted to the case where the control is acting only
on a subset of the fluid domain (Brq = x.,,q where wy C Qf and B, = 0), or on a
subset of the structure domain (B = 0 and Bsq = x.,q where w, C Q).

4. SYMMETRIC FORMULATIONS OF THE STATE AND ADJOINT
EQUATIONS

Inspired by the work in [26], we shall rewrite the variational equations for (1.4)
and the associated adjoint system in symmetric form. The advantage of this for-
mulation is that the nonlocal-in-time terms appearing on the right hand side of
the adjoint equation will be eliminated, leading to a straightforward application of
time-advancing schemes. In the present and succeeding sections, we will use the
control space @ = L*(I x ) and the control operators Bsq = qxq ; and Brg = gxa,
for ¢ € (). From now on we drop the superscripts € > 0 in the notation. For the
rest of the paper, we assume that the initial data and the desired states satisfy the
following regularity conditions.
(A) It holds that ug € Vy N H%(Qy), wo,vo € H2(S), 20 € H}(Vy) N L2(H*(Qs)),
Ug € Hl(Hf) N LQ(HQ(Qf)), Vg, Wq € HI(HS) N L2(H2(Qs)) and wy €
H'(H,) N L*(H?*(S,)). Furthermore, the compatibility conditions uy = vy
on Ty, d,wy + €d,vg = d,ug — pov for some py € H' (), 20(0) = v and
fl“s 20(0) - vdax = 0 for every 6 € I, are satisfied.

Hypothesis (A) implies that Corollary 3.8 is applicable, and in particular, the
wave component of the adjoint equation is equivalent to (3.17). In order to have a
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unified treatment both for the state and adjoint equations, we consider the following
system

( ut—Au—f-Vp:fl, in Qf,
divu = 0, in Qy,
u =0, on Xy,
U = Wy, on X,
t
wy — Aw — eAwy +w + pwy(- — 1) = fo + / (g1 — Ago) ds, in Q,,
0
t
o, w ~+ ed,w; — O,u + pv = / 0,g2 ds, on Y,
0
u(0) = wo, in Qy,
w(0) = wp, w(0) = vy, in €,
\ wy = Zp, in Q,.
(4.1)

Indeed, by taking fi = gxq;, f2 = qxa., and g1 = g2 = 0 we recover the state
equation (1.2). On the other hand, replacing (u,w,p) by (y,%, ), choosing f; =

V(T =) =ua(T =), fo = Ys1(we(T =) =va(T' =), g1 = Ys2(w(T =) —wa(T'—))
and go = Ys3(w(T — ) —wa(T — -)) and then reversing time via ¢ — T — ¢ we obtain
the adjoint equation (3.16)-(3.17). With regards to the general system (4.1), we
suppose at the very least the following regularity conditions on the source terms.

(B) It holds that f; € L*(L*(Q)), f» € L*(Hs), g1 € L*(Hy), and g2 €
L*(H?(9y)).

Observe that under the above choices on the source terms for the state and adjoint
equations, hypothesis (B) is satisfied according to Theorem 2.15, Corollary 3.8 and
assumption (A).

The variational form of (4.1) is given by

(ut7 @)Qf + (VU, VSO)Qf - (pv div SO)Qf
+ (Wi, p)a, +e(Vwy, Vp)a, + (w0, p)1.0, + (pw(- — 1), ¢)a,
t

§ = (1,0, + (f2,0)e. +/ (91, 0)a, + (Vg2, Vp)o, dt, Ve W,  (4.2)

0
(p,divu) =0, Vpe M,
'LL(O) = Up, U)(O) = Wy, wt(o) = Vg, W¢ = 2 n Qr-

\

Define v to be the weak solution of the following elliptic boundary value problem
with parameter t € [

—Av(t) +v(t) = go(t) — 91(t) in Qs, d,v =0 on Y.

By elliptic regularity theory we have v € L*(H?(€2,)). It can be easily verified that
the triple (u,w, p) satisfies (4.2) if and only if the quadruple (u,w, (,p), where

C(t) = wit) + / (v(s) — gals)) ds, (4.3)
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satisfies the following system

( (ue, 0)a, + (Vu, Vo)o, — (p,dive)a, + (wu, 9)a, +e(Vwy, Vo),
+ (G @)ra, + (pw(- = 1), 0)a, = (fi.9)o; + (f2.0)a., Vo €W,
(€ ¥)0, — (Wi Yo, = —(91, )0, — (Vg2, Vib)a,,  Vp €V, (4.4)
(p,divu) =0, Vp e M,
L u(0) = ug, w(0) =wp, wy(0) =g, (0) =wp, wy =2y in Q,.

We would like to point out that in relation to the state equation (1.2), we have
¢ =w.

Introducing the global velocity vector field § := uxq, +w;xg, and its correspond-
ing initial data § := ugxa, + voxg, € W, (4.4) can be rewritten as

( (&, 0)a + ac(§,9) +b(p,p) + as(C, ) + (E(- —7), ),
= (f1,0)0; + (fos 0., Yo W,
as(C, V) — as(§,¢) = — (91, ¥)a, — (Vga2, Vib)a,, Vi €V, (4.5)
b p)=0, VpeM,
L £(0) =&, C(0) =wp, £ =2 in Q,,

where a. : W x W — R and a, : V, x V; — R are the bilinear forms

a5<§7 QO) = (Vé, VQO)Qf + €(V£7 V(,O)QS, CLS(U}, 30) = (w7 @)1,937

and b is the bilinear form defined in (2.33). Equation (4.5) is in fact analogous to the
symmetric form given in [26] with g = 0, go = 0 and under certain particular choices
of control space and control operators. From (4.3), £ and ( are related according to

G=E&+v— 0o (4.6)

In particular, if g = go then (; = & — g5 since v = 0.

It follows from assumptions (A) and (B), Theorem 2.15 and (4.3) that £ €
HY(L*(Q)) N LA(H () N H*(Qy) N H*(Qy)) and ¢ € H'(H?*(Qs)). Furthermore,
we have the a priori estimate

1€l 5 (22 @)nr2 i@ nm2 @ )na2@0) + IS H H2(0.)
< CAllez@a@p) + 1ol + 91l 2amy)
+ Clllg2ll 2200 + S0ll2e, + [[Soll2. + woll2e. + 20l #r@.)). (4.7)
In the succeeding sections, we provide a space-time discretization of (4.5). In order
to have an error estimate independent of the mesh for space and time, we apply the

method of lines, that is, we first discretized the problem in space in Section 5 and
then further discretize in time in Section 6.

5. SEMI-DISCRETIZATION FOR THE SYMMETRIC FORMULATION

In this section, we discuss a semi-discretization of the equation (4.5) for a fixed
e > 0.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 29 /61

5.1. FINITE ELEMENT SPACES. Let {K}},-0 be a family of triangulations of 2.
We suppose that €2 is a convex polygonal domain and €2, is sufficiently smooth and
convex. For each triangle K € K, let px denote the diameter of K and vx be the
diameter of the largest ball contained in K. The meshsize of the triangulation is
given by the parameter h = maxgex, 0x. Assume that the family of triangulation
is quasi-uniform, that is, there exist C,, Cy > 0 such that

Mo, %o WK ek Vh>o.

OK 191{

Since  is polygonal, we have Q = Ug¢i, K. Let Qg denote the union of all tri-
angles in /C;, that lie entirely in €2, and let €2, and I'y, be its interior and boundary,
respectively. Set (1), = 0\ Q. We assume that the barycentric coordinates of each
triangles in Q, with an edge in I'yj, lies in €2;. This is satisfied if h is small enough.
Suppose that there exists hy > 0 such that for each 0 < h < hg, the nodes in Qy,
are also nodes in ¢y, .

By convexity of €2, we have Qg, C Q, Qf C Qg and wy, == Q \ Qe = Qpp \ Q.
Furthermore, we suppose that the vertices of K, on Iy, = I'y and Iy, are also points
on the fluid boundaries I'y and T's, respectively, and there exists Cs > 0 such that

sup inf |z —y| < C,h?, (5.1)
x€ly;, YELs
which is satisfied as soon as €, is a C*-domain. From (5.1), it follows that there
exists C' > 0 such that

< Ohl|¢|lks1.0., Ve e HYY(Q,), k=01 (5.2)

We refer to [55, pp. 118-119] for the proofs of (5.1) and (5.2). Inequality (5.2) plays
a crucial role in the proof of the stability and error estimates, specifically, the errors
due to the variational crimes induced by the discretization of the curved interface
rs.

In the following, we shall discretize in space using a ¢G(1) approximation scheme,
that is, a continuous Galerkin method using piecewise linear functions with bub-
ble functions for the fluid velocity. More precisely, we consider a P1-bubble/P1
(mini-element) approximation for the fluid velocity and pressure (see [1|) and P1
approximation for the states corresponding to the solid. Let P; denote the set of
polynomials in two variables of degree at most 1. For each triangle K € T, let
Ak 1, A2 and Ak 3 be the corresponding shape functions and By the linear span of
the bubble function 27\ 1Ak 2Ak 3. Define

Wi, = {& € C(Q) : &l € (P @ Bg)? if K C Qpp,
nlx € PLif K C ﬁshafhh“f = 0}.

Observe that we have a conforming scheme with respect to the global velocity field
& since Wy, C W. We also define the restrictions of the functions in the discretized
fluid and structure domains as follows

={¢la,, $€Wn}, Wa={¢q, £ €Wl

For the discretization of the pressure, we consider the space
Mh = {ph € C(ﬁfh) thlK € Pl}
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With this, the restrictions of functions in M, to 2 lies in M.
We also define the space of discretely divergence-free elements of W, in Qyy,

X = {& € Wi - bp(&npn) = 0 Vpr, € My},
where by, : W), x M, — R is the discrete version of the bilinear form (2.33) given by

br(&nspn) = —/ pp div €y, de.

Qprp

Note that according to the above assumptions on the nodes in €2y, and €y, each
piecewise linear function in Wy, is also an element of Wy,. By using the arguments
of the proof in [23, Theorem 3.5|, it follows that the pair (W}, M},) satisfies the
inf-sup condition

. bh(@m Qh>
inf
an €M} o e (o3 enlliallanlla,,

> > 0. (5.3)

It is well-known that the finite element spaces Wy, and Wy, and M), satisfy the
following approximation properties

inf H(p — Ph |J}Qsh < ChQ_j||90||27Qsh7 v‘ﬁ € H2<Qsh)7 j € [072]7
Prh€EWsp

inf o = nllio, < CR7 ol Yo e HX(Qm), j€l0,2],
Pn€EWih

inf |lp—pulljap < CR 7 plhey, Vo e H(Qm), j € 0,1].
PhEMp

From the quasi-uniformity of the triangulations, the following inverse estimate holds

lenllie < ChHenlla,  Veon € Wh. (5.4)

Observe that the discretized fluid domain is slightly larger than the continuous
one, that is, 0y C Q. In our analysis, we artificially extend functions in €2 to all
of Q. Define an extension operator £ : H*(Q;) — H*(Q) for k = 1,2 such that for
some constant C' > 0

IBelles < Cllelg,, Vo € H(Qy). (5.5)

For example, given ¢ € H*(Qy) with k = 1 or k = 2, let ¢ be the harmonic
extension of p|r, to Q, and set Ep = ¢xq, + PXgq,. The estimate (5.5) then follows
from elliptic theory.

The approximation properties of Wy, and Wy, carry over to W, which we prove
below (see also [24]).

Theorem 5.1. There exists a constant C' > 0 such that for every € € W satisfying
Elo, € H*(Qy) and E|o, € H*(Q) we have

inf (1€ = &ullj0 < R (||€]l2e, + [1€ll20.), 5 =0,1.
EnEW),

Similarly, there exists C > 0 such that for every p € H*(Qy) it holds that

p:gj\f@ I1Ep — prlla;, < Chllplliq,
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P’I’OOf. Let i - C(ﬁ) — Wh, ifh : C(ﬁfh) — th and Tsh - C(ﬁsh) — Wsh be the
nodal Lagrange interpolation operators. According to the assumption on the nodes
of the barycenters of the triangles in €24, that intersects discretized interface I'yp,
we have (ix€)|q,, = i€ and (iné)|a,, = 4§ From the triangle inequality

1€ —iné

752 < HES - ifth"j,th + Hg S |j,ﬂsh + Hf - Ef”jwm J=0,1L

Using interpolation error estimates, (5.2) and (5.5) we see that [|§ — x| <
CR*7([|]l2,0, + I€]l2,0,)- Since i,& € Wy, the first part of the theorem follows. The
second statement can be shown in an analogous way. ]

In the following, we construct extension of functions defined in €2, to §2,.

Lemma 5.2. There exists an extension operator Ey : Wy, — Vi such that Epy, =
Un on Qg, and for some C > 0 there holds || Enthnllia, < CllUnlliq,, for every
h >0 and ¢y € Wg,.

Proof. Let K denote a reference element of each triangulation K. Given an element
K € K, such that K C Q, and with an edge ex on the discretized interface I'y,
denote by wg the region bounded by this edge and I'y. Then, there exists a unique
K € K, such that wx C K. Let Fx and F "= be affine transformations mapping K
onto K and K, respectively. Choose Fi and F' % in such a way that exactly one edge
of K is mapped onto the common edge ey of K and K, and moreover, preserves
orientation. On (), we define Ej,1, = 1, and on each wgx we define

Epp = @DhOFKOFgl-

By construction, Ey, € Vi. Moreover, if Ax and Ay are the matrix of transfor-
mations corresponding to Fx and F;, respectively, then standard results in finite
element analysis imply the existence of a constant C' > 0 independent of h such that

— 1 _1
1Ewnllwr < IEntnll g < CIAZ I Axldet Ag[2]det Agc| ™2 [[¢n 1.

Or OK OF
< (B2 <C
<Oy o, ﬁKH@DhHl,K < C|Ynll1x,

where the last inequality is due to the quasi-uniformity of K. Doing this on each
of the residual regions in wy, we obtain [|[Eipl10, < (C + 1)||¢n]1q,, for every
h>0andwh€W5h. O

The above lemma implies that the H'-norms of E,vy and 1), are equivalent
independent of h. If a function defined on (), is integrated over the slightly larger
domain €2, or a subset of it, we mean precisely its extension through E},.

5.2. SEMI-DISCRETIZATION IN SPACE FOR THE SYMMETRIC FORMULA-
TION. Let Q. = I, xQg,. For the semidiscretization of (4.5), we consider the follow-
ing: Given &y, € Wy, won, € W, 2on € L2(Wap), f1 € L*(L*(y)), f2, 1 € L*(Hy)
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and g, € LZ(‘/S), find a triplet (fh, Ch,ph) € Hl(Wh) X Hl(Wsh) X L2(Mh) such that

( (&nt, on)a + ach(&n, on) + bn(@n, o) + asn(Chy n) + (UER(- — T), ©n)a,
= (fi,0n)a., + (f2, 0n)a0,,  Von € W,
ash (Cht, ¥n) — asn(&n, ¥n) = — (91, Vn)a., — (Vg2, VUi)a,,, Vin € W,  (5.6)
b(&n, pn) =0, Vpp € My,
L &1(0) = Sons CGr(0) = won, & = zon in Qrp,

for a.e. t € I. Here, az, : Wi X Wi, — R and agy, : Wy, X Wy, — R are the discrete
versions of a. and a, given by

ach(&n, on) = (Vén, Von)as, + (Ve Vor)ay,  asn(Chy¥n) = (G ¥n)1,0,,-

Let P, : LZ(Q) — Xh, Pfh : L2(Q) — LQ(th) and Py, L2<QS) — L2(Qsh)
be the projection operators defined as follows: Given & € L*(Q), u € L*(Q) and
w € L*(Qy), let Py, Ppru and Pg,C be the solutions of

(Pré,on)a = (& 0n)a,  Von € X,
(Pfhuauh)ﬂfh = ('Ll,, uh)ﬂfha vuh € L2(th)7
(PshC7 Ch)Qsh = (Ca Ch)ﬂsha vCh S L2<Qsh)-
Also, we define the Ritz-Galerkin projection operators Ry, : Vi — W, and Ry, :

Vs — Wy, as follows: Given ( € V, let Ry, ¢ and Rshg be the finite element solutions
of

ash(RshCa Ch) = ash(Ca Ch)? vCh S Wsha
VSZ(Rshgv gh)Qsh + ’753(Vésh<7 vCh)Qsh
= Ys2(C; Ch)ay, +73(VE VGi)a,,, Y € Wa.

From the theory of finite elements, we have the error estimate
IR1C = Clhuo, < CRICl20,, V¢ € HA (). (5.7)

Remark 5.3. Let v, be the finite element solution of the elliptic problem with
parameter t € [

asn(vn(t), (1)) = (92(t) — g1(t), Un(t))eys,  Von € Wi (5.8)
From the second equation in (5.6) we infer that
Chi = En + v — Ronga, in L*(W,), (5.9)

and this can be realized as a semidiscretization of (4.6). If g; = g5 then v, = 0 and
thus

Gt = &n — Rsngo. (5.10)

In order to prove an approximation error induced by the projection P, we in-
troduce the following Ritz-Galerkin type approximation associated with the Stokes-
Neumann operator.
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Lemma 5.4. Let p € H' () and § € W with £|q, € H*(Qy) and &|o, € H*(Qy).
Then there ezists a unique pair (&, pr) € Wy, X My, such that

aen(Eny 0n) + On(@n, pr) = azn (&, n) + bu(en, Ep),  Von € Wy,
bn(&n, pn) =0, Vp, € My,

and there is a constant C > 0 such that
1€ =&nlla+hllE = Enllia+ I Ep—prlla,, < CR*([Ell2a, + [€ll2.0. + Iplle,)- (5.12)

Proof. Consider the auxiliary mixed variational problem

ashgf_h’ on)a + ba(@n, Dn) = an (& on)a + bulpn, Ep), Veon € Wi,
br(&ny pn) = bu(&,pn),  Vpn € M.

Thanks to the discrete inf-sup condition (5.3), the finite-dimensional mixed problems
(5.11) and (5.13) posses unique solutions, see [28, Theorem II.1.1]. Define the error
terms e, = & — &, and 7, = Ep — pp. We split these according to e, = €, + €, and
Th = Tp + Tn, where €, = &§ — &g, €n = & — &p, T = Ep — P, and T, = pp, — pi. We
have the a priori estimate

(5.11)

(5.13)

e 0 < C inf — C inf ||Ep— .
lenllia +l17nlla, < € ik I —@nllie+C inf [|Ep— pullay,
On the other hand, by stability of solutions, (5.2) and div{ = 0 on Qy we have

enllia + I7nlle,, < Clldiv €, < ChlEll20.-
Consequently, by the triangle inequality, we obtain that

< C{h inf — inf ||Ep— . (5.14
e+ Imlay, < ClhlElbo, + inf 6= gulio+ inf 50— plo,}. (514
Therefore, from the approximation properties in Theorem 5.1, we infer that

lenllre + Imnlle,, < Ch(lIEll2a, + [I€ll2g. + lpllia,)- (5.15)

To prove the estimate (5.12) for the L?>-norm, we use a standard Aubin-Nitsche
trick. For each g € L*(Q), let (24, m,) € W x M be the solution of the dual mixed
problem

{aa(go,zg) +0(p, ) = (9, 9)0, Vo €W (5.16)

b(zg, p) =0, Vp e M.
We have a unique solution for this problem thanks to (2.32). Using the same argu-
ment as in the unsteady case, it can be shown that zglo, € H*(Qy), z4la, € H*(Qs)
and 7, € H'(Qf). Moreover, we have the a priori estimate

Izgll2.0; + [I2gll2.0. + lImgll10, < Cliglla- (5.17)

We rewrite the first equation in (5.16) as follows

acn (s 29) + bn(@, Emy) = (g, 9)a — (Emg, dive),, + (1 —)(Ve, Vzy)w,.  (5.18)

Observe that by(zg, 1) = —(mp, div2g)w,, bulen, pr) = —(pn,divE),, for every
pn € My, and acp(en, pn) = —bpn(on, m) for all ¢, € Wy, Taking ¢ = ey, in (5.18), we
obtain

(g,en)a = acp(en, z2g)a + bulen, Eng) + (Emy,divey )y, — (1 —)(Ven, VZg)u,
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= acp(en, 2g — on)a + bu(zg — Yn, ™) + bu(en, Emg — prn) + €(pn), (5.19)

where ((pp) = (73, div 2)w, + (Emg, divep)w, — (pn, divE)y, — (1 —€)(Ven, Vzg)w,-
Choosing py, € M), to be the linear interpolant of Em, we have, using (5.17),

1E7g = pullay, < Chllmgllio, < Chllgllo. (5.20)
On the other hand, invoking (5.2), (5.15) and (5.17), we have
[pn)| < CRA(IEll20; + IEll2.0, + IPlIe,)llgllo- (5.21)

Taking the infimum over all ¢, € W), and then supremum over all g € L*(Q) \ {0}
in (5.19)
[£(on)]

lenllo < C sup =+ C(llenllia + lImallo;,)
geL2(Q)\{0} lglle

X sup [ inf |lzg — nlle + [[E7g — prllas, |- (5.22)
serz@nfoy gl Lenemn ™7 g i

Using (5.20), (5.21) and Theorem 5.1 in (5.22), we deduce (5.12) involving the
L2-norm. U

Theorem 5.5. Suppose that & € W satisfies &, € H*(Qf) and &lo, € H?(Qy).
Then there exists a constant C' > 0 such that

1€ = €llje < CR* ([Ell20, + [1€]l20.), 5 =0,1. (5.23)

Proof. Take p € H'(Qy) with ||p[l1,0, < [|{]|l2,0, and let (&, pn) be the solution of
(5.11) corresponding to the pair (£,p). Notice that &, € Xj. The approximation
property of a projection operator gives us || P& — &|la < ||€n — €||q, and hence from
Lemma 5.4, we have (5.23) for j = 0. According to inverse estimate (5.4), we obtain

1206 = Ellie < CRTH P — &ulla + llgn — €ll1e
< ChH(|1Pug = Ella + [I€ — &ulle) + 1I&n — &ll10-
Thus, from Lemma 5.4 and (5.23) with j = 0, we have (5.23) with j = 1. O

With regards to the approximation of the initial data we consider the following
Son = Puéo,  won = Rapwo,  20(0) = Pu(tio(0)xa, + 20(0)xa.)lo., (5.24)

where, for each 0 € I, (uo(6),p0(0)) € V; x (M/R) is the solution of the Stokes
equation

—Aty(0) + Vpo(0) = —Aug + Vpy, in Qy,
divag(f) =0, in Qy,

io(0) = 0, in Ty,

uo(0) = 20(0), in T.

From hypothesis (A), we have 1y € H}(V;)NL2(H*(Qs)) and o (0) = ug. The choice
of the approximation for the initial history implies that the compatibility condition
20(0) = vg = &|q, on the continuous level is carried out to the discrete level, that
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is, zon(0) = Préola., = &onla.,- From hypothesis (A), (5.7) and the approximation
properties for Wj, and Wy, we have the stability estimate

[€on 1,0 + llwon |l 1,0, + ll20n 21 (m1.0))
< C(llollve + [lwoll1,0. + (20l H2(v2)) (5.25)

and the error estimate

160 — &onlla + P[0 — &onlli.o + hllwo — won
< CR*([|&ll2., + [[Sll20. + [[wollz. + 120l L212(0.)))- (5.26)

An alternative and more practical choice of approximations for the initial data and
history based on interpolation will be provided in the next section.

We now prove the existence and stability of the semidiscrete problem (5.6) in the
following theorem.

Theorem 5.6. Let fi € L*(L*(Q)), fo € L*(L*(Qa)), g1 € L*(L*(Qan)), g2 €
L2(HY (1)), éon € Xn, won, € Wy, and 2o, € L2(W,y,). Then there exists a triplet
(&n, Chypn) € HY(X}) x HY (W) x L2(My,) satisfying (5.6). Moreover, there exists
a constant C' > 0 independent of h, the source terms and initial data such that

1.0., T 20 — ZOhHLZ(L?(QSh))

€01l et (L2 )nrzcaz )y + 1wl L2y + 1Chl B o @.n))
< O fillzzczzumy + I fellzez@un)) + l9ill 22y + 92l L2 @un)))
+ C([éonlle + llwonllo., + [lzonllQ.,)- (5.27)

Proof. First, we consider the auxiliary problem: Find (&, () € HY(X3,) x HY (W)
such that

(Ent> Pn)a + acn(8ns pn) + asn(Chs pn) + (R (- — 1), on)ay,
= (fi,on)a + (f2, on)ag, Vo € Xa,

ash(Chts V) — asn(&n, ¥n) = — (91, V)., — (Vg2, Vin)a,,, V¥ € W,

n(0) = &ons Cn(0) = won, & = 2on in Q-
Expanding &, and (j, in terms of the finite element bases for X, and Wy, respec-
tively, (5.28) admits a unique solution (&,,¢,) € HY(Xj) x H'(Wy,) according
to the theory of delay differential equations. The existence of the semidiscrete
pressure pj, satisfying the first equation in (5.6) now follows from the discrete

inf-sup condition (5.3), along with the same argument as in the proof of Theorem
2.14. The a priori estimate (5.27) can be proved as in the continuous case using

(en,¥n) = (&n, Cn) and (on, ¥n) = (Ept, Cne) as test functions. n

(5.28)

Theorem 5.7. Let fl S HI(LQ(th))f f2 S Hl(L2(Qsh)); g1 € L2(L2(Qsh)); g2 €
L2(HY(Q)) and &on, won and 2, be given as in (5.24). Then &, € H*(X}) and
there exists a constant C' > 0 independent of h such that
1€nll (g ) < CULANE L2050y + L2l 2200 + 91l 22 0.0) (5.29)
+ llg2llr2ioa)) + Cll&ll20, + I€oll2., + [[Polliay + [lwoll2.0. + (120l r.))-

Proof. Let us denote by C' the term on the right hand side of (5.29). The fact that
&, € H*(X,,) is a consequence of the compatibility condition zg,(0) = &oplq,, , since
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this implies that &,(- — r) € H*(W,,). Differentiating the first equation in (5.28)
with respect to t, taking the test functions ¢, = 9§, and ¥, = 9,(,, integrating
over I and using (5.25) and (5.27), we have

10:&nl L2 (a3 () < C + C|0:6,(0)|a- (5.30)
Hence, it remains to bound the term [|0;£,(0)||q.
Evaluating the first equation in (5.28) at ¢ = 0 and by taking ¢, = 0;£,(0), we
have
||3t§h(0)||?z + acn(&on, 0én(0)) + asn(won, 0:Er(0)) + (wzon(—7), 9:§n(0))a,,
= (/1(0), 0:£n(0))ay, + (f2(0), 9&n(0))a,- (5.31)

Using Young’s inequality and the boundedness of the projection P,, we infer that

[(£1(0), 0w (0)) 2y 11 (£2(0), 0w (0)) 2, || (te20m (=7, 0 (0))r,n | < CCot-0| 0 (0) 13-

for every ¢ > 0. To estimate the remaining terms in (5.31), we rewrite

ach(Eons 0:én(0)) + asn(won, 0:£1(0))
= acn (o — Eons 066 (0)) + agn(wor, — wo, ;64 (0)) + a=(&o, 9:£1(0))
+ a5(&0,961(0)) — (1 — £)(V&o, VOR(0))w, — (w0, D& (0))1,0y,-  (5.32)

Using Green’s identity and the condition d,wq + £0,v9 = J,u¢ — pov in hypothesis
(A), we obtain

a=(§0, 0:6n(0)) + as(€o, 0:&n(0))
= —(Aéo, 8t§h(0))9f — (eA& + Awg — wo, 9&n(0))a, + b(0i€n(0), po). (5.33)

Now, according to (5.2), the inverse estimate (5.4), (5.26) and (5.33), it can be
shown from (5.32) that for every o > 0, there exists C, > 0 such that

|\acn (Eon, O1€n(0)) + asn(won, 0:€n(0))]
< Colll&ollzn, + l€ollza. + Ipollie, + llwoll2g.) + ol|0:k(0) 13-

Combining the above estimates and taking ¢ > 0 small enough, we see that
10:1(0)]| is bounded by the C. Plugging this information in (5.30), we deduce
(5.29). OJ

Theorem 5.8. Suppose that fi € H'(L*(1)), fo € H(L*(Q)), 1 € L*(Vy)
and go € L*(H*(Qy)). Let (§,¢) and (&, ) be the solutions of (4.5) and (5.6),
respectively. Then there exists a constant C' > 0 independent of h such that

1€ = &nll Lo z2@pnee @) + 1€ = Cull mmaan)) < Ch. (5.34)
Proof. Let us introduce the discretization errors
en=8—=&, M=C—C, rn=Ep—pp

We split these according to e, = é, + €, and n, = 7, + 1Ny where €, = & — PRé,
én = P& —&n, i = ¢ — RgnC and 7y, = Ry, ¢ — (- The approximation properties of
Py, and Ry, along with the estimate for £ and ¢ given in (4.7) imply that

enll 2y + |l g,y < Ch. (5.35)
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Taking the difference of the weak formulations between the continuous and
semidiscrete problems (4.5) and (5.6), one obtains

( (ent, Pr)a + aenlens ©n) + bn(@ns ) + asn(h, ©n)
+ (pen(- = 1), on)a., = lLlen), Yon € W,
ash (Mt V) — asn(en, Yn) = la(y), Yoy € Wi, (5.36)
b(en, pr) =0, Von € My,
L en(0) = & — &on, Mn(0) = wo — won, en = 20 — zon 0 Qp,

for a.e. t € I, where /1 and ¢y are the errors due to the variational crimes namely

bi(pn) = (1= e)(VE Vn)w, — (Ep, divgn)w, — (W, 9r) 1w,
(M@h(' - T), Sph)wh + (fl) Qoh)wh - (f27 wh)wh (537)
lo(hn) = —(Coo Vn) 1w, + (& ¥n)1wn — (91, Yn)wn — (Vg2, Vi), (5.38)
Choosing ¢, = é, and ¥, = 1y, in (5.36), we have
1d )
p— e
2 dt "
— s (Mhs €n) — (pen(- —7), en)a,, + ash(Mae, Tn) + asnlen, Mn) + 1(€n) + La(Mn).
Since é;, takes values in X, it follows that (ep, €n)a = (ent—€nt, €n)a = %%Héhﬂé and
b (én, ) = bp(én, Ep— py) for every p, € My,. Likewise, we note that ag,(nue, 7n) =
%%Hﬁhn%,ﬁsh' Using the equations é, = e, — ép, N = Ny — 7p, (5.2) and Young’s
inequality, we have the following estimates
bu(en )| < ColllEp — prlls,, + IE4l2,,) + ellenl
(ren- =), e0)aul < Cllent: = I, + )
|asn (s €n)| =+ lasn(en, )| < Collenllt a,, + 170l g, + Il a.,) + ellenlli g
A similar strategy applied to the terms involving ¢; and ¢, and the fact that
¢ € H'(H?*(Q,)) and ¢ € L*(H?*(Q,)), we obtain
[ (€n)| + [la(n)] < Colh? + 113, + N1Enll o + Il q,,) + ellenll? o-

Combining these estimates, applying the approximation property of M}, and then
choosing p small enough, we deduce the following estimate

(lenlle, + i, ) + acnlens en) = (ent, €n)a + acnlen, €) — bu(€n, 1)

0., + el

sh’

d d,. . .
Zllenlle + lImlig,,) + Verlla < C—(lenlla + 1nlig,,)

+ O+ llen- = M)lla,, + llealla + lenlle + Il o, + 1717 a,,)-
Utilizing (5.26), (5.35) and Gronwall’s lemma to this inequality, we conclude that

lenll oo (z2@pnracmy@) + 1l oo i @)y < Che (5.39)
Taking 15, = 75 in the second equation in (5.36) and rearranging terms yields

st (Tt Mhe) = — sk (Thes The) + asn(en, Mne) + Lo(Tne)-

Applying Young’s inequality to this equation and using (5.35) and (5.39), we
deduce that |79, g1 (m1(q,,)) < Ch. This estimate together with (5.35) and (5.39)
imply (5.34). O
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Using a standard duality argument, we shall establish a second order of conver-
gence with respect to h under the L?-norm, which is optimal using linear elements.

Theorem 5.9. With the assumptions of Theorem 5.8, there exists a constant C' > 0
independent of h such that

1€ = &ull 22y + 1€ — Gl 22y < Ch2. (5.40)

Proof. We shall use the same notation as in the proof of the previous theorem. Let
(f,g) € LA(L*(Q)) x L*(L*(Qs)) and (y, 9, 7) be the weak solution of

[ — (Y1, p)a + a-(y, p) + b(p, T) + as(9, ) + (uy(- +7),9)a,
= (f,¥)a, Vo e W,
—as(V,¥) — as(y,¥) = —(g9,¥)a,,, VY€V, (5.41)
b(y,p) =0, Vpe M,
L y(T)=0,9T)=0, y=0in (T, T +r) x Q.

The dual version of (4.7) can be adapted to the solution of (5.41) so that

HZJHLoo(L?(Q))mL?(Hg(Q)mH?(Qf)mHQ(Qs)) + HﬁHHl(I,H?(QS))
+ |7l 2y < CUf L2z + l9llze @2 @any)- (5.42)
Denote by (yp, ) the solution of the problem in Lemma 5.4 corresponding to
the pair (y,7) and let ¥, = Rg,. Then we obtain from (5.7), (5.12), and (5.42) the
following inequality
Hy - th|L2(L2(Q)) + h||y - yh||L2(H3(Q)) + h||E7T - 7Th||L2(Mh)
+ 29 = Ol g,y < CR (I f 2@y + 9l 2zza))- (5.43)

Taking ¢ = ej, and ¢ = 1, or more precisely ©» = Epny, in (5.41) and integrating
by parts, we obtain

/f(eh’ Ha+ (n, 9)a,, dt = (en(0),y(0))a + /I(eht, Y)a + a-(en,y) + blen, ) dt

+ /Ias(eh,ﬁ) + (puy(- + 1), en)a. dt — as(9(0),n,(0)) — /as(ﬁ,nht) — as(y, np) d6.44)

I
If we take @5, =y, in (5.36), then we have for every p, € M,

/(ehta Y)odt = /(eht; Y — Yn)o + (ent, yn) dt
I I

= /(ehtay_yh)ﬁdt_/aah(ehayh)+bh(yh7Ep_ph)+ash(77hayh)dt
I I

- /I(Z/m pen(- = 1))au — iyn) dt. (5.45)

Similarly, if we take ¢, = 9, in (5.36), then we obtain
/Gsh(ﬂ, Mhe) At = /ash(ﬁ — Oy Mnt) + asn(Un, i) dt
I I

= /ash(ﬁ — 19;17 nht) dt + /ash(ﬁh, Gh) + fg(ﬁh) dt, (546)
I I
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where ¢, and {5 are given by (5.37) and (5.38), respectively. Substituting (5.45) and
(5.46) in (5.44) and applying the Galerkin orthogonality property as;(n,(0),9(0)) =
asn(Mr(0),9(0) — 95,(0)) will then result into the following equation

/I (en Fa+ (e, dt

= (ex(0),y(0))a + /(eht,y —yn)o + aen(en, y — yn) + bi(en, Em — ) dt
I

+ / b Ep — p) + sp(ens ? — On) — (9 — O, me) dt
I

+/Iu(y(-+7“) = yn(-+7)sen)ay, dt+/ plens yn(- + 7))oy, dt

Ir

n / (2(gn) — Ca(0n) + La(m) + Calen) At — aun(mn(0), 9(0) — 94(0)

— (9(0),71(0)) 1,0, - (5.47)
where £3(n;,) and l4(ep,) are the residuals due to the variational crimes given by

63(7/”1) = _<19777ht)1,wha
ly(en) = (diven, Em)y, + bulen, m) — (1 —€)(Ven, VY)u, + (€n; )10,

and I, = (—r,0). From the definitions of y,, m, and ¥, we have the Galerkin
orthogonality a.p(en,y — yn) + bn(en, Em — m) = 0 and ag, (¥ — 94, npe) = 0.

We are now going to estimate the remaining terms on the right hand side of (5.47).
In what follows, we shall frequently use (5.42) and (5.43). From (5.2), (5.34) and
the boundedness of ej; in L?(L?(2)), which is guaranteed according to (4.7) and
(5.27), we have

(ern(0),4(0))a + /I(efm y— yn)odt + /Iu(y(' +7) = yn(- + 1), en)a,, dt

+ s (1 (0), 9(0) — 9n(0)) < CR*([| fll 22 + lgllzzcz2in)- (5.48)
Using the approximation property of M;, and (5.2), we obtain

/bh(yh, Ep — pp)dt = /bh(y — Yn, Ep — pn) + (divy, Ep — pp)u, dt
I I

< CR(Ifllz2 2@ + N9llz2z2(.)- (5.49)
The error estimate for the initial history in (5.26) implies that
/ plen yn(- +1))ay, dt < CR(|1fll 22y + l9llzzzz(@un)- (5.50)
Ir

By writing 6(yn) = G (s — y) + G1(y) and £(05) = 60, — 0) + (), it can be
verified using analogous methods as in the proof of the previous theorem that

/gl(yh) — Co(Cn) + Lalen) dt < CR(|| fll 2z + 9l r2z2@.n)))- (5.51)
I

Finally, from (5.2), (5.34) and Lemma 5.2 we have

(9(0),71(0)) 1,0, + //3(77/1) dt < CR* (| fllrz2) + l9ll2z@ay)-  (5:52)
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Consequently, using the estimates (5.48)—(5.52) in (5.47), we obtain that

/ (ems P+ (s D)er At < CH(| iz + 9l 22 )
I

from which the L*-estimate (5.40) follows by duality. O

6. FULL DISCRETIZATION OF THE SYMMETRIC FORMULATION

In this section, we discuss the full space-time discretization of the variational prob-
lem (4.5). This is done by discretizing the semidiscrete problem (5.6) with respect to
time. We use a discontinuous Galerkin approach for the time discretization, which
can be viewed as an implicit Euler scheme.

First, let us set some notations and assumptions. Let 7, = nLT for a given positive
integer n, and I; = [-r + ({ — 1)1, —r +{7,) for 1 < ¢ <n, —1 and I, = [-7,,0].
With regards to the discretization of the history, we consider the space

Ty

Zy = {zn € L2(Wap) : 20, = Z 2inX1;> Zih € Wen}

j=1
We also consider a possibly finer time stepsize compared to the history interval,
namely 7 = o for some integer n,. For simplicity of presentation, we suppose that
T = N,r for some integer N,. Note that if T is not a multiple of r, then the length
of the last subinterval in the temporal mesh would be less than 7. Nonetheless,
the succeeding analysis can be applied to this case. Thus we have T' = N,7 with
N, = N.n.n,. Let Jy = {0} and J, = ((¢ — 1)k, (k] for 1 < ¢ < N,. For the

spatio-temporal discretization of the state equations, we use the following spaces

N,
Win = {&n € L*(Wa) : & = Y &nXu;s S € Wi}
=0
N,
Min = {prn € L*(My) : pgn = ijﬁXJja pin € My}
=0

We also define Wy, = {&knla., @ Een € Win }-
Let X be a given Hilbert space. For each ¢ € L*(X) and z € L?(X), we define
IIp € L*(X) and II,z € L?(X) according to

N
a 1

e =Y ixs, %= ;/ o(s) ds,
j=1 Ji
Ny 1

I,z = Z zoxr,, 2= — [ z(0)dé.

T J;

=1 0

Recall that there exists a constant C' > 0 independent of 7 and 7, such that for each
p€e HY(X),ze H(X),1<j < N,and 1 </ <n,, we have

[Tk — oll2;.x) < CTllol ;%)

112 — 2|| 21, x) < CTell 2| 2 (10, 50) -

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 41 / 61

The full discretization of the history zg will be I1,2o, € Zyp.
For the space-time discretization of (4.5), we consider the following approxima-
tions

N‘f‘ N‘r Nq—
Ekn = ka,hXJk € Win, Cin = ZCk,hXJk € Wskn, Prn = Zpk,hXJk € My,
k=0 k=0

- — =0
where for k =1,..., N,

(1
;(fk,h — &1 0n)a + aen(Epny on) + br(©n, Din)

+ asn(Copy 1) + (1k—1—nyms s OR) ),
1
= ;/ (f1, on)apm + (f2, on)a,, dt, Ve € Wi,
Jk

%ash(Ck,h = Cr1,h> Vi) — s (Eps V) (6.3)

1
= — ;/ (91, Yn)a., + (Vg2, Vip)a,, dt, Vi, € Wy,
Ji

br(&rny pn) =0, Vpu € My,
£O,h = &on, Co,h = Woh, gfjnTJrk,h Qo — Hr20h|1nr,j+1
for1<j<n, 0<k<n,—1.

The existence and uniqueness of (&, Wi, Prn) € Xp X Wy, x My, for each k =
1,..., N, satisfying (6.3) follows from the discrete inf-sup condition (5.3) and an
induction argument.

Remark 6.1. From the second equation in (6.3), one can see that
1 1
—(Chk — Chg—1) = Ekp + — / (v, — Rsnge) dt,
T 7 /i,
where vy, is given by (5.8), and in particular, if g = g we have
1 1
—(Chk — Chp—1) = &k — —/ Rgpgo dt.
T T Tk
These are in fact the Euler discretizations of ODEs (5.9) and (5.10), respectively.
Let us prove the stability of the scheme (6.3). We shall use the abbreviations
[g]kh = gk,h — £k—1,h and [C]kh = gk,h — gk—l,h fOl“ the jumps. AISO, let Jg = Jnrnrf-i-l U
U, 4y = (r, (04 1)r] for 0 < £ < N, — 1 and
Ni = [ fill 22 + 12l 2z2unn) + l9nll 22 @y
+ Vg2l 2z + lonlle + llwonllra., + |

Theorem 6.2. If (&.p, Cin, D) is the solution of (6.3), then there exists a constant
C > 0 independent of h and T such that

ZOh ||Q7‘h °

N,
NiEheallt + Nkl e, + 7 (G Een)
k=1
+1£2}]§T(H5k,h|’% + |G iﬂsh) < ON}. (6.4)

In particular, we have |[§knll Lo L2z @) T 1Cknll Lo (21 @un)) < CNp
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Proof. Choosing ¢, = &, and ¢, = (5 as test functions in (6.3), using
by (&k,ny D) = 0 and then taking the sum, we obtain the following identity

1
—ll

— 1&k-1allE + NE]knll Tau = NG-1allia., + ¢kl q.,]
+ aen(Ekns Eun) + (1k—1—nonrhs Ekn)a,, = Ri, (6.5)

where Ry = 2 [} (fi.&kn)ap + (f2s Een)an, — (91, Gendan, — (V2. VGin)a,, dt. This
term can be estimated using Young’s inequality as follows

1
Rl < = (€knlle + 1Genllia,,)
+ C(Hfluzijth + ‘|f2|’?kaQsh _'_ "gl|’3kXQSh _'_ |’v92”3k><ﬂsh> (66>

For the term associated with delay, we use 7 = = to obtain

1 Cr
| (1k—1-nnrhs Skn) e, | < 8—T||fk,h| o T n—r|\5k—mnf—1,h| Bun (6.7)
T
Considering indices 1 < k < n,n,, observe that
NyNr
Z ”gk—nrn‘r_lyh“?lsh = nTHHT’ZOhHérh S CnTHZOhHéTh? (68)

and therefore by taking the sum over all such indices we obtain from (6.5)—(6.8)

Z(H[f]khﬂgz + | [¢Cenll? o, T Th &y Ern)) + <¥€n<ax ([1€knlle + HCk,hHiQsh)
=1

< Clfill5 xq,, + 125 w0, + 191115 . + 1VRIIT, 10.,)
+ Clléonllé + llwonlli gy, + 20nl13,,)- (6.9)

Suppose that ¢ > 0. Taking the sum of (6.5) for n,n ¢+ 1 < k < nn. (¢ + 1),
invoking (6.6) and (6.7), and then reindexing yields

nr(44+1)
Z [€lnllE + 1Clanll2 qn, + Tach(Exns En))
k= nrnq—é—s—l
2 2
_'_nrnré-&-lglig)zrnq—(f-&- (”fk,h“ﬂ * HCk’hHLQS’)
<

CUlfill5,xq,, + 120500, + 19115, 0., + 1V, 0,,)

nynl—1
Tr
+C(16ml + lnnel, + D Tlall, ) (610)

k=n;n,(£—1) T

The summation on the right hand side of (6.10) can be estimated by

nypnf—1 -
L 2 < 2 6.11
> nT”&“’hHQsh—ann,(e_lr)rﬁ)émme_l”g’“’hHQSh (6.11)
k=n,n,(£—1)

Using (6.9)—(6.11) along with an induction argument proves (6.4). O
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Next, we establish an error estimate for the semidiscrete and fully discrete prob-
lems (5.6) and (6.3). For the proof, we introduce a projection operator 4 : H'(X) —
L?(X) for a given Hilbert space X as follows: Given ¢ € H'(X), define ryp =

Z;.V:TO ©(t;)xJ,- Note that for some C' > 0 independent of ¢ € H'(X) and k, we have
ke = ellzx) < CTllellmx), 1<k < N (6.12)

Theorem 6.3. Let ({pk, Cui) and (&n, Cn) be the solutions of (6.3) and (5.28), re-
spectively. For each 19 > 0, there is a constant C' = C(19) > 0 independent of h, T,
and T € (0,7) such that

1€kn — EnllL2,mr @) + 1Gkn — Cull L2 (@) < C(T 4 72). (6.13)

Proof. Let ey, = &, — &pp and miy, = ¢ — wyp, be the discretization errors. Separate
these into ey, = €xp+€xp and nip = T+ Nkn, where €xp = §p—118n, Exn = TEh — Ekny
Mk = Cu — T8, and Mg, = 11, — Cen. Observe that ég;, and 7, are constant on
each interval Jy, with values in X, and Wy, respectively. We extend the function
exn to I, according to egp|r. = zon — I, zon.

Integrating the semidiscrete problem (5.28) over Ji, subtracting it from (6.3) and
taking ©Oh = ékhl]k and wh = ﬁkh‘]k, we have

(€knlse — €knlie_vs €rnlu)o + / {acn(€rn, €xn) + asn(Mkn, €xn) y dt - (6.14)
Jk

+/ (exn(- — 1), exn)a., At + asn(Mknl g — Menlge_ 1 Menlay,)
Ji

—/ ash(€kn, Nn) dt = 0.
Jk

Let us estimate each of the integrals in this equation. Using (6.12), we obtain

/aah<ekhaékh)dt:/ aah(ékhaékh)dt“‘/ aep €k, €xn) dt
Jk Jk

Ji

> (1=0) | aanléun.éun) dt = Cor?6li g o (6.15)
Also, since asy(Nkn, €xn) — asn(Crn, Mkn) = asn(Tkns €xn) — asn(Crn, Nrn) We have
/J s (N> €kn) — Qs (Ckn, Tkn) dt > —o . {ash (Nkn, Men) + asn(€rn, €xn) } dt
A "
- 007—2(”5’1H%{l(Jk,Hl(Qsh)) + ||Ch||12L11(Jk,H1(Qsh)))- (6.16)

With regards to the delay term, we estimate it as follows

/(Mekh('—r%ékh)ﬂshdtZ—g Hékhﬂéshdt—cﬂ/ len(- — )3, dt. (6.17)
Ik T J g, Ik

Set J_; = I,. Taking the sum of (6.14) over all n.nl+1 <k <nyn,({+1) for
0 < /¢ < N, —1, using the estimates (6.15)—(6.17) and Theorem 5.7, we deduce that

sup{(1 — o) [léxnll$, + (1 — o7)lliknll 0, } + (1 = 20) j 1€xnllf o dt
tedy 14
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< Oy + C|exn(r) |1 + || 7wn (0r)]

d.) +CoT /J lexnlle,, dt.  (6.18)
-1

Consider the case ¢ = 0. Note that é,(0) = 0, 7%, (0) = 0 and from (6.2)

0
/j lewll3, dt = / loon — I, zonl3, dt < Crr?llzonl B oo,y (6.19)
-1 —-Tr

Choosing o < T—lo in (6.18), using (6.19) and n, 7. = r leads to the following estimate

sup([lémnll + 1 llf ., +[ [knll§y dt < O (7% +77), (6.20)
teJo Jo

for some constant C' > 0 depending on 7y but independent of 7 € (0, 7).
On the other hand, é, and 7, can be estimated according to (6.12) as follows
||ékh||L2(jg,H1(Q))+||ﬁthL2(jg,H1(Qsh)) < CT(thnHl(jg,Hl(Q))—i_||<hHH1(J~£,H195h)) (621)
for each 0 < ¢ < N, — 1. Therefore, from (6.20), (6.21) and Theorem 5.7

lexnll z2go, mr @)y + 1Menll 220 g, 1 000 < C(T +72)-
Continuing this process, and using an induction argument, one can infer that

lexnll r2(g,,mm ) + 1Mknl 207, 1 00y < CT + 7, (6.22)
for each 0 < ¢ < N, — 1. Taking the sum of (6.22) over all such indices ¢ and noting
that N, = £, we obtain the error estimate (6.13). O

Combining Theorem 5.9 and Theorem 6.2 we obtain the following error estimate
between the solution of the continuous and the fully discrete problems. In the
succeeding discussions, we assume that 7 € (0, 7) for a given fixed 75 > 0.

Corollary 6.4. Suppose that the conditions of Theorem 5.9 hold. Let (§,() and
(Enk, Cri) be the solutions of (4.5) and (6.3), respectively. Then there exists C > 0
independent of h, 1. and T such that

1€ = &nllz2r2@) + 1€ = Gnllz2r2any) + PIC = Genlln2ama,,)) < C(T + 7 + BP).

Remark 6.5. Instead of (5.24), we can use &, = 480, Won, = Rspwo and zpp(0) =
I1,is,20(0) as the approximation of the initial data and history. The order O(7 +
7, + h?) given in Corollary 6.4 is preserved by applying the stability estimate in
Theorem 6.2, along with interpolation error estimates.

To end this section, we shall write the full-space time discretization of the state
and adjoint equations for future reference. Recall from Section 4 that the weak
formulation of the state equation is equivalent to

([ (& 0)a + ac(€,0) + (0, p) + ay(€, ) + (HE(- — 1), ),
= (¢, ¢)0, VpeW,
Gs(wtﬂb) - as(faw) - 07 V¢ € Vv&
b(€,p) =0, Vpe M,
£(0) = &, w(0) = w,
[ £ =2 in Q,

(6.23)

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 45 / 61

and for the adjoint equation, its weak formulation is equivalent to

[~y 9)a +ac(y, @) + b, ™) + as (9, 0) + (y(- + 1), ),
= 75§ = ua, ©)a; + 751§ —va, 0o, VoW,
—as(Vs, V) — as(y, ¥)
= —Ys2(w — wa, ), — Vs3(Vw — Vwg, Vip)o,, Vi €V, (6.24)
bly,p) =0, VpeM,
y(T) =0, 9(T) = 0,
L 9(0) =0, 0 (T,T+r),
where we recall that & = uxq, + wixq,. Therefore, the dG(0)-cG(1) space-time
discretizations of (6.23) and (6.24) are given by
(1

T

(Ekh — Eh—1.hs 0n)0 + e (Ehs 1) + bn(Ony Din) + asn (Wi n, ©n)

1
+ (1k—1—npnrhs )00, = ;/ (g, pn)adt, Vo, € Wy,
Ji

1
N —sh(Wrn — We—1.0, Y1) — ash(§pny Yn) =0, YViby, € Wi, (6.25)

-
br(&ens pn) =0, Vpn € My,
§o,n = Son, Wohp = Woh,

\ ffjnTJrZ,h Qsn = HT'ZOh|InT,j+1 for 1 S J S nT7 0 S g S ny — 17
fork=1,...,N,, and
¢ 1
_;(yk,h — Yk—1.hs Pn)Q + e (Yh—1,0, 1) + br(@n, Te—1.1) + asn(Vk—1,1, ¥n)
1
+ 1(Yktnpnr by Ph)Qy, = - / V(€ — ua, Sph)ﬂfh + V51§ — va, on)ay,, dt
Jk
1

—;ash(ﬁk,h — V1,0, ¥n) — Qb (Yk—1,0> V1)
1
= ——/ Ys2(W — Wa, Yn)a., + Vs3s(Vw — Vwg, Viby)a,, dt, Vi, € W,
Ji

T
bh(yk—l,haph) = 07 \V/ph S M}“

YN, h = 0, ﬁNT,h = O,

{ venla, =0 for Ny +1 <0< N, +n.n,,

for k = N,, ..., 1, respectively.

(6.26)

7. ERROR ANALYSIS FOR THE OPTIMAL CONTROL PROBLEM

Given a control ¢ € @, we denote by (£(¢),w(q)) and (y(q),?(q)) the solutions of
the state and adjoint equations of (6.23) and (6.24), respectively. Likewise, we let
(&kn(q), wrn(q)) be the solution of (6.25) and (ygn(q), Vkn(q)) the solution (6.26),
where instead of £ and w we have &,(q) and wg,(q). We would like to recall for the
reader of our hypotheses on the initial and desired data in (A).

Lemma 7.1. Given q € HY(L*(Q)) there is C > 0 independent of q, h, 7, and T
such that

Hf(CI) - fkh(Q)Hm(L?(Q)) + Hw(fJ) - wkh(Q)”L?(Lz(Qsh))
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+ hllw(q) — wen(@)l 2@, < C(r+ 70 + B?) (7.1)
ly(q) = yen(@) | 2220y + [19(0) — Drn(@) || 22202,
+ hl|9(q) — V(@) || L2100,y < C(T+ 7 + h"(%?’)) (7.2)

1, if vs3 >0,
o3) = 7.3
l{(’y 3) {2, ’lf Ys3 — O ( )

Proof. Estimate (7.1) immediately follows by applying Corollary 6.4 to (6.23) and
(6.25). To prove the second estimate, let us introduce the pair (Jgs, 7§kh) solving the
system (6.26), where £ = £(q) and w = w(q). Since {—uy € H'(Hy), E—vy € H'(Hy)
and w —wy € L*(H*(Qs)), we can apply Corollary 6.4 to conclude that

where

ly(q) = Genll 220 + 11€(a) = Drnllz2(z20.))
+ hHC(q) — ﬁthLQ(Hl(QSh)) S C(T + Tr + h2) (74)
On the other hand, the stability estimate in Theorem 6.2 implies that

19kn — yrn(@) | z2(r2(0)) + 1Cn — Crn (@) L2 (7 (2))

< C€(q) = &n(@)lr2(z2(0)) + Crsallw(q) — win(@) || L2(r2(0.0))

+ Cvssl|Vw(q) — Vwrn (@) 220y < C(T+ 70 + hr(ss)y, (7.5)
Therefore (7.2), follows from (7.1), (7.4) and (7.5). O

7.1. SEMIDISCRETE OPTIMAL CONTROL PROBLEM. For the discretization of
the desired states, we choose the following

Hkéshwda if Vs3 > 07

. (7.6)
11 Pghawg,  if 3 = 0.

Udkh = HkahUda Vakh = Iy Pspva,  wapn = {

Let Gy, be the discrete analogue of G given by

Grn(Ekns Win) /||§k:h — uarn |, At + == Tl /||fkh — vagn |5, dt
’752
/“wkh - wdkh|

Consider the semidiscrete optimal control problem

. « .
min Jkn(Ens Wins @) = Grn(Erns win) + §HCIHEQ subject to (6.25). (7.7)

Qun dt + — s /vakh — dethQ . dt.

Take note here that the control has not been discretized yet. The complete dis-
cretization of the optimal control problem will be discussed below. Nevertheless,
the above problem admits a unique optimal control which we denote by g, € Q.
Define the reduced cost functional jg, : Q — R by

Jkn(q) = Jkn(Een(@), win(q), @)
The derivative of j;, is given by

]I,vh<Q) = (ykh(Q) + aq, 5Q)Q7 VCL 5q € Q> (78)
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where yn(q) = Z,iv;l Yk—1.nXJ, and (yk_]_7h)]]€\[;1 is the solution of (6.26) with &, w,
ugq, vg and wy replaced by their discrete counterparts &gpn, Wrn, Uarn, Vapn and Wagn,
respectively. The proof of (7.8) is analogous to the one given below on the fully
discrete optimal control problem. Hence, the details are omitted to avoid repetition.

7.2. DISCRETE OPTIMAL CONTROL PROBLEM. We now consider the optimal
control problem where the control space is also discretized. For the discretization
of the control space, we take Qx, = Wiy and consider the fully-discrete optimal
control problem
. « . .
min  Jip(Een, Wihs @en) = Grn(Ekn, wkh)+§|lqkh||ékh subject to (6.25) with ¢ = gy,

qkn€Qkn

(7.9)
Denote by gj,; the optimal solution to this problem. We prove in the succeeding
subsection that the derivative of the following reduced cost

jkh(Qkh) = th(fkh(%h), wkh(Qkh)> Qkh)
is given by
jl/ch<qkh)5Qkh = (ykh<Qkh) + Qqkh; 5Qkh)Qa Vain, 0qen € Qrn, (7-10)

where yn(qrn) is the solution of (6.26) with &, w, ug, vg and w, replaced by &g,
Wkh, Udkh, Vagn and wgakn, respectively, and (&gp, wgp) is the solution of (6.25) with

q = qkh-

Remark 7.2. From the choice of the discretization of the control space, it follows
that the optimal controls of (7.7) and (7.9) are related according to ¢, = I PhGin-

In the following, we have the Lipschitz estimates for the derivatives of j and jgp.
The proofs are similar to the one given in [49], and thus omitted.

Lemma 7.3. There exists a constant C > 0 such that for every q, q,0q € @Q we have
3" (@)da — Jin(@)dal < lly(q) — yen(@)llqlldallq
len(@)0a = Jin(@)0al < Cllg = dllqllogllo-
Now, we state and prove the main result of this section.

Theorem 7.4. Let ¢* and g, be the respective solutions of the continuous and
discrete optimal control problems (3.11) and (7.9). Then there exists a constant
C > 0 independent of h, 7. and T such that

lg* = @izl < C(r + 7 4 W), (7.11)
where K(vs3) s given by (7.3). Moreover, if (£*,w*) and (&}, w},) are the corre-
sponding states and (y*,9%) and (y5,, 9%,) are the adjoint states, then

1€° = &anllrzz2 ) + W™ — wigll 22220,

+ hllw* — wiyll 2oy < C(T+ 7 + A0 (7.12)
19" = Ynll 220y + 19 = nll 220

+ 0" = Il 2@y < O + 7+ hF09)) 0 (7.13)
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Proof. Let q;;, = Il P,q*. Recall that g;;, gr, and ¢* are the solutions of fully
discrete (7.9), semidiscrete (7.7) and continuous (3.11) optimal control problems,
respectively. By optimality, we have

Ten (@) (G = Gon) = T (@) (@ — o) = 5@ ) (@, — @in) = 0. (7.14)
According to the linear-quadratic nature of the optimal control problems, we have
Frn(@)(6q,6p) = V5 (&n(6q), Ekn(0P)) L2(z2( ) + Vo1 (6n(0)s §xn (D)) 2(L2(001))

+ Vo2 (win(6q), wkh(6p>)L2(L2(Qsh)) + Vo3 (Vwin (99), Vwkh((sp))LQ(LQ(Qsh))

+ a(dq, 0p)q
for every ¢,0q,0p € @, and in particular j;,(¢) is independent of ¢q. Thus, from
(7.14)

|G, — qZh||2Q < Jin @) (@on, — Gns Ton, — Tion)

= 3w ( @) (@, — @) — T (@) (T, — i)

= Jin(@en) (@on — Gin) = Ten (@) (Grn — o) + T (@) (G — @in) — (@) (G — i)
and therefore, from Lemma 7.3, we have the estimate

1@k — rnlle < Ca{ll@en — ¢l + ly(a”) = yrn(a™)llo}-

Consequently, from the triangle inequality, we obtain

lg™ = ginlle < C{NGen — " llo + 1y(a7) — yrn(a )Mo} (7.15)

Applying interpolation error estimates, the regularity of the optimal control ¢* €

HY(L*(Q))NL2(HJ () NH?(Qp) N H?(S2)) of the continuous problem (see Corollary
3.8), the uniform boundedness of IT; and (6.1), we have

1Gin — a*llq < MTell| g™ — ¢"ll@ + 11Tkg" — "llq < C(h* + 7). (7.16)

From (7.15), (7.16) and Lemma 7.1, we deduce that error estimate (7.11). The error

estimate (7.12) can be derived by writing £* — &, = (£(¢%) — &an(q®)) + (&n(q*) —

Sen(@p)) and w* —wiy = (w(q") —wen(q")) + (wen(q") — win(qiy)), applying Lemma

7.1, the stability estimate in Theorem 6.2 and (7.11). Analogous decomposition

can be done for the adjoint state to obtain (7.13). O

Remark 7.5. Instead of (7.6), one may choose interpolation for the approximation
of the desired states, that is,

Uakh = Hpippg,  Varn = HpispVa,  Wapn = Hispwg. (7.17)

The order O(7 + 7, + h*0%)) is preserved using interpolation error estimates and
Theorem 6.2.

7.3. NUMERICAL SOLUTION. We prove (7.10) by rewriting (7.9) in algebraic
form. This will be also useful in setting up the linear system for the implementation
of the numerical scheme. Consider a triangulation 7y, in {75, }1~0 discussed in Section
5. Let {zni 1), {znihin s {xhvl}'ln:f?nsthl and {:EM}Z’ZLMH be the interior nodes
of T;, in (2, the nodes on the discretized interface I'yj,, the interior nodes in Qg
together with the nodes on the boundary I'y and the barycenters of the triangles in
Qyp, respectively. Let ¢, for 1 <1 < mny, be the piecewise linear function in €2 and
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wn, for ng, +1 <1 < myy, be the bubble function in € such that ¢y (z ;) = &;; for

1< 5,0 <myp,.
The nodal bases for the finite element spaces W, Wy, and M, are given by
the scalar valued basis functions {@n},21", {onihi 20, 11 and {@ni}, 2, | with the

underlying fields R?, R? and R, respectively. The approximate solutions of (6.25)
and the control ¢ = g, can be expressed as follows

Nr Mfh Ny mgp

Ekn = E :E :fk,h,lXJkSDh,la Wkh = E E W, h, I X T, Phil s
k=0 =1 k=0 I=1
N; Mmfhn N, Nfp

Qrh = Z Z Tk, h A X Ty Pl Pkh = E E Dk, h 1 X Ty, Phils
k=1 I=1 k=1 l=mg),+1

for some & pp, Wi Grpg € R? and prpy € R Let &op = (§ony)) € R¥Mmim,
where we arrange the vectors in such a way that the first components of & 5 for
1 <1 < 'myy are located on the first half of &, and the second components on the
second half. We shall use the same notation &, for the vector (&), € R2N-mn,
Similar notation will be utilized for the other variables wy, € R2Nr™sh pu, €
R2Nr(npn=msn) g e R2V7msn and the discretized desired states uggy, € RV (msa=man),
Varn € R2V"msh and wyg, € R2N7sh . We set the functions wgy, and v, on the nodes
outside €2y, and )¢y, respectively, by zero so that ugp, Vagn € R2N7msn
Consider the following mass and stiffness matrices for the fluid and structure

(Mn)i; = (Pnis Ohj) e (Asn)ij = (Veoni, Veong)a,,,
(Mysn)ij = (On,is Pn.j)es (Acn)ij = (Voni, Vonj)ap, +(Voni, Vons)a
(Msn)ij = (Pni> Phj)osms (Ban)ik = —(0cPni, Phk)m»

(Byn)it = —(0yPnis Pk )
for 1 <1i,5 <my, and mg, +1 <k < nyp. Let

By, = [Bun, Byil”, (?h = [so(Msn)ij + Vs3(Asn)ijli<ij<man
Dy = [(Msn)ij + (Asn)islicij<mens D = [(Msh + Ash)ijli<i<mppi<j<ma, -

Furthermore, we define the following matrices

A =A0 @Iy, Amn=An® I,

Mg, = Mg & I, Myp = My, @ In, Mg :~Mfsh®12a
Ch=ChL® I, Dy, = Dy @ I, Dpy = Dp1 @ I,
where ® is the Kronecker tensor product and I is the 2 x 2 identity matrix. Observe

that these matrices are symmetric except for Dy,;.
The discrete optimal control problem (7.9) can now be rewritten equivalently as

N,
, T
min — Jyn(§eh Wen, Gen) = 5 > {r#(Ern = ttarn)" M (e — vann)
qrn€RTTIR k=1

+ Vo1 (Epn — Udk,h)TMsh(fk,h — Vag.n) + (W p — wdk,h)TCh(wk,h — Wagp)

N,
+ = g_l GenMpsnde.n

(7.18)
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subject to the following linear discrete time delay system

(%Mfsh;—Aeh) Dy, B Ekoh

Dhl —%_Dh @] Wk, h
B}? O ) DPi.h
— UM Er1—non, b+ M psnEe—1n + Mrsnen
= —%thkfl,h s k= 1,...,N7-,
0
(7.19)
with initial data &y p, woy and initial history ¢, for j = —n.n.,...,—1. The

derivative of the reduced cost jin(qen) = Jin(Exn(qrn)s Wen(qen), qrn) in the direction
Sq, € R?2N™min is given by

N.

jl/ch(Qkh>6Qkh =T Z{Vfﬁgéthfh(Csfk,h - Udk,h) + 7315§;€thh(5fk,h - Udk,h)
k=1

+ (5w£h0h((5wk,h — wdk,h) + 04(5q,€thShqk,h}, (720)

where (0&xp, dwyn, Ipgn) is the solution of (7.19) with gx, replaced by dqg,. We will
show that this is equivalent to

N»
i (@en)O@kn = 7Y {06, Myants—1.n(@in) + @OGL , Mpangin}, (7.21)
k=1
where Y1, = Yk—1.n(qen) for k = N;, ..., 1 is the solution of
(%Mfsh +Ag) Dpi By Yk—1,h
DI —iD, O Pe—1.n (7.22)
B}j; O O Tk—1,h

— UMb Yy, p + %Mfsh?/k,h + v M (Een — ar,n) + Y1 Mon(Exp — Var,n)
= —%Dhﬁk,h + Ch(Wi,p, — Wag,n) ;
0

with homogeneous terminal data and dual history
In,.n =0, yipn=0 forj=N,...,N.+nn,. (7.23)

We then prove that (7.21) is equivalent to (7.10). For this purpose, we will
abbreviate the matrix on the left hand side of (7.22) by Aj. Let dq, € R*V*™sn and
(0&khn, OWkn, Opgr) the solution of (7.19) with control dgx,. Without loss of generality,

assume that dwg, = 0 and 6§;;, = 0 for j = —n,n.,...,0. Using this and reindexing,
we have
N,
> 7Ykt k1 Too1. ARk, Wi p, Opi )"
k=1
N, ]
= {1 hManOEh 1 mome i + ;ygfl,thShafkfl,h
k=1

1
+ ygfl,thsh(SQk,h — ;ﬁg,MDhéwk_Lh}
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N,

1
= Z T 1Yy MOk + ;yg,thsh(SSk,h
k=1

1
+ y,il’h]\/[fshéqk,h — ;ﬁihthwk,h}- (724)

Applying the symmetry of A;, and using (7.22), this is equal to

N-
Z T[(ka,h, 5wk,h> (5pk,h]Ah[ykfl,ha ﬁkfl,ha kal,h}T
k=1
N,
T L .7 T
= Z T{_,U/(;gk,thhyk+nrnT,h + ;6€kthshyk,h + 7f5§k,thh(§k,h — Uqk,p)
k=1

1
+ Y1088 n Mo (Ep — Vap) — ;5w£hDh19k,h + 6w, Ch(Wip, — wap)}. (7.25)

Comparing (7.24) and (7.25), using (7.20) and the symmetry of M, My, and D,
we deduce (7.21), and therefore (7.10).

System (7.22)—(7.23) is the dG(0)-cG(1) discretization of the adjoint equation
for the continuous problem. Hence, for the proposed numerical scheme, the two
strategies discretize-then-optimize and optimize-then-discretize coincide. In other
words, the discretization schemes obtained from the optimality system of the dis-
cretized problem and the one from the discretization of the optimality system for
the continuous problem are the same.

The discretized state and adjoint equations will be solved by adding an artificial
compressibility, that is, the matrix on the left hand side in (7.19) and (7.22) will be
replaced by

(s My + Ach) D By,
DI, —1D, O
_qu; O n["fh_msh

for small enough 7 > 0. Alternatively, one can replace the identity matrix I, m,,
by the mass matrix associated with the finite element space M}. The error between
the original solution and the one obtained by this penalization is of order O(n). We
refer to |28, Section 1.4.3] and [25, Section 4.4.4] for more details. The linear system
will be reduced by eliminating the discrete pressure. To do this, we introduce
Dyy = Mg, + Agy and & ), = (Ekpg)i=h. Then by straightforward algebra, the
discretized state equation can be reduced to the following system for £k =1,..., N,

[(%Mfsh + Ay + TDp2) + %BBT]gk,h
= —ttMapE-1-nnr i + = Mpsn&io1.n + Mpsn@in — Dhwi—1p (7.26)
Wi p = Wg—1,h T+ 7'5;;7;,
Therefore, at the kth time step, we can solve for & first and then solve for
wg,p. Note that the matrix in the linear system associated to & j is symmetric

and positive-definite. Thus, a Cholesky factorization or conjugate gradient methods
are applicable to solve the first system in (7.26).
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Similarly, the discretized adjoint equation can be reduced to the system for k£ =
N, ..., 1
(Mg + Acp + TDpo) + %BBT]yk—l,h = — 1M Yrsnon, b + M pshyen
+ Y Mpn (Een — arn) + Y51 Msn(Ekp — Vaen) — Dikn
+ 7Ch (Wi, — Wakp)
Or—1n = Yn + TYh_1 — 7D} Cr(Wip — warp)

(7.27)

where y;_,, = (Yr—1,0,0)125. If 52 = 753 then Cj, = 52 D), and the second equation
in (7.27) simplifies to V14 = Vpn +TYp_ 1, — 7Vs3(Wkp — War,n), Which is analogous
to the second equation in (7.26). In the case where 5 # 753, the second equation
in (7.27) can be solved by writing it as a system

Dh)\kq,h = Ch(wk,h - wdk,h)
/
Vk—1h = Vkp + TYp_15 — TAe—1h-

8. NUMERICAL EXAMPLES

In this section, we present numerical examples illustrating the theoretical results of
the paper.

8.1. EXAMPLE 1. For the FSI domain, we consider the unit square 2 = (0, 1)?,
and for the structural domain €, we take the ball centered at (0.3,0.6) with radius
0.2025. The parameters are T' = 2, p = 2, ¢ = 0.1, r = 1, 7y = 71 = 72 = 1,
vs3 = 0.01 and o = 1076, We consider a quasi-uniform mesh refined at the interface
having a meshsize h = 0.0671 with 1871 nodes, 2800 triangles in the fluid domain
and 820 triangles in the structure domain. The stepsizes for the time and history
grids are 7 = 7, = 0.0025. The total number of unknowns (primal, dual and control
variables excluding the pressure) for the control problems acting in the whole FSI
domain, in the fluid domain and in the structure domain are of orders 2.38 - 107,
2.32-107, and 1.7-10°, respectively. Mass and stiffness matrices for the fluid velocity
and pressure are assembled with the help of the formulas given in [33] and they are
stored in compressed sparse column (CSC) format.
We choose the following target states

ud(tv xz, y) = COS(Wt)(QSl(xv y)a ¢2($7 y))
va(t,w,y) = cos(mt)(d1(z,y)p(x,y), ¢a2(z, y)p(z,y))"
wd(ta Jf,y) = 7T_1(1 + Sin(ﬂ—t))(gbl(x ) ("L‘a y)a ¢2(17, y)p<x7y))T7

where

¢1(z,y) = (1 — cos(2mz)) sin(27y),

balz, y) = sin(2ma) (cos(2my) — 1),

p(z,y) = 0.202572((x — 0.3)? + (y — 0.6)?),
and for the initial data and history we take wug(x) = uq(0,x), vo(x) = v4(0,z),
wo(z) = we(0,z) and zo(0,x) = v4(f, ). The initial data are discretized through
nodal interpolation, and the time-average integral for the initial history is approxi-
mated using the trapezoidal rule.
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control in €2 | control in Q; | control in 2

# BB iterations 218 72 231
cost value 3.40559 - 1073 [ 4.35328 - 1072 | 6.75255 - 102
optimality residual | 2.44245 - 107¢ | 5.21040 - 1075 | 2.83850 - 10~°

TABLE 1. Value of cost functionals, number of Barzilai-Borwein it-
erations and optimality residuals for different control specifications.

The optimality residual is defined by ||yxn + aqenl|:-

l[u(t) = ua(t)lley, l[wi(t) = va(t)lley,
0.30 0.5
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FIGURE 2. Time-evolution for the norms of the residuals between the
states and target states with control acting in Q (black solid curve),

Q (red dashed curve) and €, (blue dash-dotted curve).

For numerical optimization, we use the Barzilai-Borwein version of the gradi-
ent method in [15] with an alternating steplength selection method and termi-
nate the routine once the relative error of two successive cost function values is

less than the tolerance 1076.

The second iterate of the gradient method is com-

puted using an inexact line search with Armijo’s rule as a steplength selection crite-
rion. The algorithm is implemented in Python 3.6.4 (Python Software Foundation,
https://www.python.org/) on a 2.5 GHz Intel Core i5 with 4GB RAM. Solutions
of the linear systems for each time step of every primal and dual solve is computed
using the function splu with the SuperLU option [42] in the package SciPy. An
LU factorization is computed beforehand and a column permutation for sparsity
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preservation via minimum degree ordering was utilized. The bulk of the computa-
tional time for the gradient algorithm lies on the forward and backward solve for
the discrete primal and adjoint equations.

a=10"3
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0.15 1
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FiGURE 3. Difference of the optimal controls for the system with
delay r = 0.2 and » = 1 and regularization @ = 1073 (top) and
a=107% (bottom).

Figure 2 illustrates the time-evolution of the norms for the residuals of the states
to the desired states using controls acting in the entire FSI domain, in the fluid
domain only, or in the structure domain only. The components of the computed
optimal controls at the terminal time ¢ = 2 are given in Figure 4. For controls
acting either in the fluid or structure only, we observe huge effort near the interface.
This means that we need large amplitudes near the interface to control the fluid
velocity if the control is acting only in the structure domain and similarly to control
the structure displacement, stress and velocity if the control is acting only in the
fluid domain.

As expected the value of the optimal cost is smallest if the control acts on all of the
domain, rather than on €2y and €2, only, see Table 8.1. Also, the spatial amplitudes
of the control are quite large which is consistent with the choice of a small value for
«, which means the controls are cheap. Finally, we observe the oscillatory (in space)
and periodic (in time) nature of the desired states (ug,vq, wy) are reflected in the
nature of the optimal controls.

8.2. EXAMPLE 2. We investigate on the effect of the delay parameter r on the
optimal controls. We use the set-up of the previous example and denote by ¢, and
q» the computed optimal controls corresponding to » = 0.2 and r = 1, respectively.
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FIGURE 4. Components ¢; (left) and ¢, (right) of the optimal controls

q¢ = (q1,¢2)" acting in the domain Q (first row), Q; (second row) and
Qs (third row) at time ¢ = 2.
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For o = 1073, we can observe in Figure 3 that the difference occurs mainly on the
structural domain, which is reasonable because delay appears only on this part of
the domain. The situation is also quite similar with smaller regularization o = 1075,
where the majority of the difference occur in the solid domain.

8.3. EXAMPLE 3. In this example, we study the convergence rates of the optimal
control and the corresponding primal and adjoint states. For the set-up, we take
T=04,r=p=ec=0.1,7 =71 = vs2 =1, 7s3 = 0.001 and o = 0.1. We consider
the same physical configuration as in Example 1 with control acting in the entire
FSI domain.

In the absence of an explicit solution, we proceed as follows: We define

u(t, z,y) = cos(mt)(p1(z,y), pa(z,y))"

w(tu €, y) = 7T_1(1 + Sin<7rt))(¢1(l‘7 y)ﬁ(xv y)? ¢2(x7 y)p(ma y))T
p(t, z,y) = 2w sin(wt)(cos(2my) — cos(2mx))

where ¢1, ¢ and p are the functions defined in Example 1.

7" — quall 1€ = &l + llw” —wrall Ny = gl + 19 — G|
//' //' 10 //
/,/ 1071 | //' /,/
7 7 %
,// /'/ //
102 /’/ /'/ 5 /‘/
e 4 10774 il
// // //
///' 1 072 i //‘ ///
, /,/ ,
1 073 | // // .//
/'/ /'/' 1074 //’/
/ /
s / %
’ 10347
10719 10! 10705 10718 10-1 10705 10718 10-! 10703

FIGURE 5. Spatial discretization errors with N, = 2000 time steps
(1 = 7, = 0.0002) on triangulations with meshsize h = 0.3426/2" for
1 = 0,1,2,3,4. Dashed lines represent a quadratic order of conver-
gence.

We would like (u,w,p) to be the solution of (1.4). For this purpose, we add
appropriate source terms on the right hand side of (1.4). With state variables
(u,w,p) and desired states (ug, vg, wq) = —(u, w;, w), we compute numerically the
adjoint state (y,v) using the scheme (6.26) and then use the equation ¢ = —éy to
be the optimal control.

We use bisection for the mesh refinement, that is, midpoints of the edges are used
as new nodes in the refined mesh. Moreover, to have a better approximation of the
curved interface, each midpoint of an edge that is located on the discretized interface
is projected onto I'y. Up to four successive grid refinement, this ensures a quadratic
order reduction rate for the distance between I'y and its discretization Iy, see (5.1).
In Figures 5 and 6, we observe an approximate order O(h?) and O(7) (where 7 = 7,.)
with respect to spatial and temporal discretization errors, respectively, which agrees
with the theoretical results presented in the previous section.
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FIGURE 6. Temporal discretization errors on the finest triangulation
with time and history step sizes 7 = 7, = 0.1/2" for i = 0,1, 2, 3,4, 5.
Dashed lines represent a linear order of convergence.

REFERENCES

[1] D. Arnold, F. Brezzi, and M. Fortin. A stable finite element for the stokes
equation. Calcolo, 21:337-344, 1984.

[2] M. Astronio and C. Grandmont. Convergence analysis of a projection semi-
implicit coupling scheme for fluid-structure interaction problems. Numer. Math.,
116:721-767, 2010.

[3] G. Avalos, I. Lasiecka, and R. Trigianni. Higher regularity of a coupled parabolic-
hyperbolic fluid structure interactive system. Georgian Math. J., 15:403-437,
2008.

[4] G. Avalos and D. Toundykov. A uniform discrete inf-sup inequality for finite
element hydro-elastic models. Fvol. Equ. Control Theory, 5:515-531, 2016.

[5] G. Avalos and R. Trigianni. The coupled PDE system arising in fluid-structure
interaction. Part I. Explicit semigroup generator and its spectral properties.
In F. Botelho, T. Hagen, and J. Jamison, editors, Fluids and Waves: Recent
Trends in Applied Analysis, volume 440 of Contemporary Mathematics, pages
15-54. American Mathematical Society, Providence, RI, 2007.

[6] G. Avalos and R. Trigianni. Uniform stabilization of a coupled PDE system
arising in fluid-structure interaction with boundary dissipation at the interface.
Discr. Cont. Dynam. Sys., 22:817-833, 2008.

[7] G. Avalos and R. Trigianni. Boundary feedback stabilization of a coupled
parabolic-hyperbolic Stokes-Lamé system. J. Fvol. Equ., 9:341-370, 2009.

[8] G. Avalos and R. Trigianni. Semigroup wellposedness in the energy space of a
parabolic-hyperbolic coupled Stokes-Lamé pde system of fluid-structure inter-
action. Discr. Cont. Dynam. Sys., 2:417-447, 2009.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



G. PErRALTA AND K. KUNISCH 58 / 61

[9] G. Avalos and R. Trigianni. Fluid structure interaction with and without internal
dissipation of the structure : A contrast study in stability. Evol. Equ. Control
Theory, 2:563-598, 2013.

[10] H. Baek and G. E. Karniadakis. A convergence study of a new partitioned
fluid-structure interaction algorithm based on fictitious mass and damping. J.
Comput. Phys., 231:621-652, 2012.

[11] H. T. Banks and J. A. Burns. Hereditary control problems: Numerical methods
based on averaging approximations. SIAM J. Control. Optim., 16:169-208, 1978.

[12] J. W. Banks, W. D. Henshaw, D. W. Schwendeman, and Q. Tang. A stable
partitioned FSI algorithm for rigid bodies and incompressible flow. Part I: Model
problem analysis. J. Comput. Phys., 343:432-468, 2017.

[13] V. Barbu, Z. Gruji¢, I. Lasiecka, and A. Tuffaha. Existence of the energy-level
weak solutions for a nonlinear fluid-structure interaction model. In F. Botelho,
T. Hagen, and J. Jamison, editors, Fluids and Waves: Recent Trends in Applied
Analysis, volume 440 of Contemporary Mathematics, pages 55-81. American
Mathematical Society, Providence, RI, 2007.

[14] V. Barbu, Z. Gruji¢, I. Lasiecka, and A. Tuffaha. Smoothness of weak solutions
to a nonlinear fluid-structure interaction model. Indiana U. Math. J., 57:1173—
1207, 2008.

[15] J. Barzilai and J. Borwein. Two-point step size gradient method. IMA J. Numer.
Anal., 8:141-148, 1988.

[16] M. Bukac, S. Cani¢, R. Glowinksi, J. Tambaca, and Q. Quaini. Fluid-structure
interaction in blood flow capturing non-zero longitudinal structure displacement.
J. Comput. Phys., 235:515-541, 2013.

[17] M. Bukag, S. Cani¢, and B. Muha. A partitioned scheme for fluid-composite
structure interaction problems. J. Comput. Phys., 281:493-517, 2015.

[18] R. W. Caroll and R. E. Showalter. Singular and Degenerate Cauchy Problems.
Academic Press, New York, 1976.

[19] P. Causin, J. F. Gerbeau, and F. Nobile. Added-mass effect in the design of par-
titioned algorithms for fluid-structure problems. Comput. Methods Appl. Mech.
Engrg., 194:4506-4527, 2005.

[20] R. Datko. Not all feedback stabilized hyperbolic systems are robust with respect
to small time delays in their feedback. SIAM J. Control Optim., 26:697-713,
1988.

[21] R. Datko, J. Lagnese, and P. Polis. An example on the effect of time delays
in boundary feedback stabilization of wave equations. SIAM J. Control Optim.,
24:152-156, 1985.

[22] C. Dayton, J. Allen, and K. Ferrara. The magnitude of radiation force on ul-
trasound contrast agent. J. Acoust. Soc. Am., 112:2183-2192, 2002.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 59 / 61

[23] Q. Du, M. D. Gunzburger, L. S. Hou, and J. Lee. Analysis of a linear fluid-
structure interaction problem. Discr. and Contin. Dynam. Systems, 9:633-650,
2003.

[24] Q. Du, M. D. Gunzburger, L. S. Hou, and J. Lee. Semidiscrete finite element
approximation of a linear fluid-structure interaction problem. SIAM J. Numer.
Anal., 42:1-29, 2004.

[25] A. Ern and J.-L. Guermond. Theory and Practice of Finite Elements. Springer-
Verlag, New York, 2004.

[26] L. Failer, D. Meidner, and B. Vexler. Optimal control of a linear unsteady
fluid-structure interaction problem. J. Optim. Theory. Appl., 170:1-27, 2016.

[27] M. A. Fernandez. Coupling schemes for incompressible fluid-structure interac-
tion: Implicit, semi-implicit and explicit. Bol. Soc. Esp. Math., 55:59-108, 2011.

[28] V. Girault and P. Raviart. Finite Element Methods for Navier-Stokes Equations.
Springer, Berlin, 1986.

[29] G. Guidoboni, R. Glowinski, N. Cavallini, and S. Canic. Stable loosely-coupled-
type algorithm for fluid-structure interaction in blood flow. J. Comput. Phys.,
228:6916-6937, 2009.

[30] M. Ignatova, I. Kukavica, I. Lasiecka, and A. Tuffaha. On well-posedness and
small data global existence for an interface damped free boundary fluid-structure
model. Nonlinearity, 27:467-499, 2014.

[31] M. Ignatova, I. Kukavica, I. Lasiecka, and A. Tuffaha. Small data global exis-
tence for a fluid-structure model. Nonlinearity, 30:848-898, 2017.

[32] R. B. Kellog and J. E. Osborn. A regularity result for the stokes problem in a
convex polygon. J. Func. Anal., 21:397-431, 1976.

[33] J. Koko. Vectorized Matlab codes for the Stokes
problem with P1-bubble/P1 finite element. URL
http://www.isima.fr/~jkoko/Codes/StokesP1BubbleP1.pdf, 2012.

[34] A. Kroner, K. Kunisch, and B. Vexler. Semismooth Newton methods for optimal
control of the wave equation with control constraints. SIAM J. Control Optim.,
49:830-858, 2011.

[35] I. Kukavica and A. Tuffaha. Well-posedness for a compressible Navier-Stokes-
Lamé system with a free interface. Nonlinearity, 25:3111-3137, 2012.

[36] I. Kukavica, A. Tuffaha, and M. Ziane. Strong solutions to a Navier-Stokes-
Lamé system in a domain with non-flat boundary. Nonlinearity, 24:159-176,
2011.

[37] 1. Lasiecka and A. Tuffaha. Optimal feedback synthesis for a Bolza problem
arising in linearized fluid structure interaction. In K. Kunisch, G. Leugering,
J. Sprekels, and F. Troltzsch, editors, Optimal Control of Coupled Systems of
Partial Differential Equations, International Series in Numerical Mathematics
158, pages 171-190. Birkh&user, Basel, 2009.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



G. PErRALTA AND K. KUNISCH 60 / 61

[38] I. Lasiecka and A. Tuffaha. Riccati theory and singular estimates for a Bolza
control problem arising in linearized fluid-structure interaction. Systems Control
Lett., 58:499-509, 2009.

[39] L. Lasiecka and Y. Lu. Asymptotic stability of finite energy in Navier Stokes-
elastic wave interaction. Semigroup Forum, 82:61-82, 2011.

[40] L. Lasiecka and Y. Lu. Interface feedback control stabilization of a nonlinear
fluid-structure interaction. Nonlinear Analysis, 75:1449-1460, 2012.

[41] L. Li, W. D. Henshaw, J. W. Banks, D. W. Schwendeman, and A. Main. A
stable partitioned FSI algorithm for incompressible flow and deforming beams.
J. Comput. Phys., 312:272-306, 2016.

[42] X. S. Li, J. W. Demmel, J. R. Gilbert, L. Grigori, M. Shao, and I. Yamazaki.
SuperLU user’s guide. URL http://crd.1bl.gov/~xiaoye/SuperLU/, 1999.

[43] J. L. Lions. Quelques méthods de résolution des problémes aux limites non-
linéaries. Dunod, Paris, 1969.

[44] J. L. Lions. Optimal Control of Systems Governed by Partial Differential Equa-
tions. Springer-Verlag, New York, 1971.

[45] J. L. Lions and E. Magenes. Non-homogeneous Boundary Value Problems and
Applications, volume 2. Springer-Verlag, New York, 1972.

[46] Y. Lu. Stabilization of a fluid structure interaction with nonlinear damping.
Control Cybernet., 42:155-181, 2013.

[47] Y. Lu. Uniform decay rates for the energy in nonlinear fluid structure interaction
with monotone viscous damping. Palest. J. Math., 2:215-232, 2013.

[48] M. Lukacova-Medvid’ové, G. Rusnékové, and A. Hundertmark-Zauskova. Kine-
matic splitting algorithm for fluid-structure interaction in hemodynamics. Com-
put. Methods Appl. Mech. Engrg., 265:83-106, 2013.

[49] D. Meidner and B. Vexler. A priori error estimates for the space-time finite
element discretization of parabolic optimal control problems. Part I: Problems
without control constraints. SIAM J. Control Optim., 47:1150-1177, 2008.

[50] R. B. Melrose and J. Sjostrand. Singularities of boundary value problems, I.
Comm. Pure Appl. Math., 31:593-617, 1978.

[51] J. Necas. Les méthodes directes en théorie des équations elliptiques. Academia,
Editions de I” Acad. Tchécoslovaque des Sciences, Prague, 1976.

[52] S. Nicaise and C. Pignotti. Stability and instability results of the wave equation
with a delay term in boundary or internal feedbacks. SIAM J. Control Optim.,
45:1561-1585, 2006.

[53] G. Peralta. A fluid-structure interaction model with interior damping and delay
in the structure. Z. Angew. Math. Phys., 67:1-20, 2016.

[54] A. Quarteroni and A. Valli. Numerical Approzimations of Partial Differential
Equations. Springer, Heidelberg, 2008.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



OPTIMAL CONTROL OF A LINEAR FSI MODEL WITH DELAY 61 /61

[55] P.-A. Raviart and J.-M. Thomas. Introduction d Linalyse Numérique des Equa-
tions auxr Dérivées Partielles. Masson, Paris, 1983.

[56] H. Sohr. The Navier-Stokes Equations: An Elementary Functional Analytic
Approach. Birkhéduser, Berlin, 2001.

[57] R. Temam. Navier-Stokes Equations, Theory and Numerical Analysis. AMS
Chelsea Publishing, Providence, RI, 2001.

[58] F. Troltzsch. Optimal Control of Partial Differential Equations: Theory, Meth-
ods and Applications. American Mathematical Society, Providence, RI, 2010.

[59] J. Zhang. The analyticity and exponential decay of a Stokes-wave coupling sys-
tem with viscoelastic damping in the variational framework. Fvol. Equ. Control
Theory, 6:135—-154, 2017.

Department of Mathematics and Computer Science, College of Science, University of the Philippines Baguio



	Introduction
	Analysis of the State Equations
	Well-Posedness of the State Equations
	Well-Posedness of the Regularized State Equations

	Analysis of the Optimal Control Problems
	Symmetric Formulations of the State and Adjoint Equations
	Semi-discretization for the Symmetric Formulation
	Finite Element Spaces
	Semi-Discretization in Space for the Symmetric Formulation

	Full Discretization of the Symmetric Formulation
	Error Analysis for the Optimal Control Problem
	Semidiscrete Optimal Control Problem
	Discrete Optimal Control Problem
	Numerical Solution

	Numerical Examples
	Example 1
	Example 2
	Example 3

	References

